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In this work I develop and apply a theoretical method for calculating effective electronic couplings
(or transfer integrals) between redox sites involved in hole or electron transfer reactions. The
resulting methodology is a refinement and a generalization of a recently developed approach for
transfer integral evaluation. In fact, it holds for any overlap between the charge-localized states used
to represent charge transfer (CT) processes in the two-state model. The presented theoretical and
computational analyses show that the prototype approach is recovered for sufficiently small
overlaps. The method does not involve any empirical parameter. It allows a complete multielectron
description, therefore including electronic relaxation effects. Furthermore, its theoretical
formulation holds at any value of the given reaction coordinate and yields a formula for the
evaluation of the vertical excitation energy (i.e., the energy difference between the adiabatic ground
and first-excited electronic states) that rests on the same physical quantities used in transfer integral
calculation. In this paper the theoretical approach is applied to CT in B-DNA base dimers within the
framework of Density Functional Theory (DFT), although it can be implemented in other
computational schemes. The results of this work, as compared with previous Hartree-Fock (HF) and
post-HF evaluations, support the applicability of the current implementation of the method to larger
m-stacked arrays, where post-HF approaches are computationally unfeasible. © 2009 American

Institute of Physics. [doi:10.1063/1.3232007]

I. INTRODUCTION

Recent years have seen a proliferation of experimental
and theoretical studies of charge transfer (CT) processes in
biological systems, with the aim of exploiting their intrinsic
functions, toward the development of molecular
electronics.'™ In particular, CT through DNA r-stacks at-
tracted increasing attention because of its possible implica-
tions for nanoelectronics*™® and its biological importance in
the processes of oxidative damage to DNA and the pertinent
repair strategies.7_9 Despite the recent progress in DNA
nanostructuring, DNA-based molecular electronics continues
to be a challenging issue, since most of the chemicophysical
properties of charge transport through DNA chains are still
unclear, with disparate experimental evidence ranging from
insulating10 to conductive behavior'' in different measure-
ment conditions. Thereby, careful theoretical analyses of CT
processes in DNA systems are required in order to under-
stand the disparate experimental data and to make predic-
tions useful to guide future experiments and applications. In
this perspective, a crucial role is played by reliable calcula-
tions of the physical quantities governing the elementary CT
steps.

The electrical conductance of single molecules is strictly
related to the inherent electron transfer (ET) rate,'> which in
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general depends on the effective electronic coupling between
the charge donor and acceptor glroups.'3 Within the frame-
work of Markus’ ET theory, the rate constant is given byl‘g_]5

(AG® + x)z]

1
ANkgT )

kgt =kv exp{—
In Eq. (1), k is the electronic transmission coefficient, which
is proportional to the mean-square transfer integral in the
nonadiabatic regime16 (i.e., for weak electronic coupling), v
is an effective frequency for the nuclear motion along the
reaction coordinate, \ is the reorganization energy, AGY is
the reaction free energy, kp is Boltzmann’s constant, and 7 is
the temperature. N is the only relevant parameter in the
nuclear factor for self-exchange reactions, where AG° is
zero. The importance of this parameter for hole transfer
along DNA chains (which corresponds to ET in the opposite
direction, and is the mainly studied CT process in DNA, both
experimentally“’”fzo and theoretically21727) has been recently
clariﬁed,28 while in this work the attention is focused on the
other relevant parameter, i.e., the transfer integral.

Indeed, I propose a theoretical method for transfer inte-
gral calculation in a much more general context than CT in
DNA. Then I consider a hybrid-Density Functional Theory
(hybrid-DFT) implementation of the method, which, in par-
ticular, appears quite suitable to study CT processes through
DNA nucleobase stacks. In fact, in DNA systems, CT essen-
tially proceeds through the r-stacked bases,”*® while the
direct effect of the backbone on the effective electronic cou-
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plings donor and acceptor bases is
negligible. Since guanine (G) is the most easily oxidized
nucleobase,’” it is a stepping stone for the hole transfer in
both natural and synthetic DNA. Indeed, the hole transfer has
been proposed to occur via a multihopping mechanism that
involves both guanines and adenines,”*** the latter being
the main charge carriers between distant guanines. Direct
G-hopping is expected to occur through short adenine-
thymine (T) bridges (up to three to four Watson—Crick base
pairs), via coherent superexchange, which becomes an el-
ementary ET process in the case of adjacent G bases. For
long bridges, the excess charge is carried by the intervening
bases, after thermally induced endothermic hole excitation to
an intermediate adenine. Recent experiments indicate that
the incoherent mechanism for long-range CT processes can
be either hopping of localized chalrges20 or polaron diffusive
motion.”” In any case, CT essentially depends on two param-
eters: the site energies, corresponding to the localization of
the excess charge on a single base or base pair, and the
effective electronic coupling.36 Their values can be strongly
affected by the fluctuations of the DNA structure (e.g., see
Ref. 36 and references therein), but this is not a subject of
this methodological work.

Disparate approaches have been developed for accurate
transfer  integral  calculations in  various  redox
biosystems.25‘37_49 In particular, valuable transfer
integral calculations on stacked DNA bases mainly rest on
Koopmans’ theorem,” the single-particle picture, and the
two-state model. Cogent tests of these approximations are
desirable.®® In this respect, a significant contribution has
been recently given by post-HF calculations on dimers and
trimers of stacked DNA bases”® with the complete active
space self-consistent field (CASSCF) approach and its
second-order perturbation formulation, i.e., CAS-PT2. How-
ever, the high computational cost of those approaches limits
their applicability to small DNA m-stacks and restricts the
size of the manageable active spaces, although the latter is-
sue can been at least partially addressed by means of the
multistate formulation MS-PT?2.% Thus, an accurate corre-
lated method for transfer integral evaluation in a wider range
of DNA base stacks is desirable. This does not diminish the
importance of the mentioned post-HF approaches, which
helps in understanding the physics of crucial DNA segments
through the analysis of the pertinent results and their fruitful
comparison with the results from other accurate approaches.

A valid alternative approach to transfer integral evalua-
tion in DNA stacks consists in the use of a DFT scheme with
a suitable hybrid exchange-correlation (XC) functional.
Similarly to the XC functionals of pure DFT, hybrid XC
functionals cover both nondynamic and dynamic electron
correlation effects, but improve on exchange delocalization
effects, therefore increasing the relative impact of dynamic
electron correlation. Moreover, hybrid functionals tend to
correct for self-interaction errors, i.e., the unphysical electron
self-interaction energy coming from the approximations in
any DFT functional. Indeed, hybrid functionals mostly per-
form better than self-interaction corrected DFT and correct-
ing their residual self-interaction errors does not necessarily
improve their description of molecular properties.51
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In this work I present an ab initio method to calculate
transfer integrals within the diabatic picture of ET. It is
implemented in a hybrid-DFT scheme, though the theoretical
approach is amenable to other computational schemes, in-
cluding post-HF calculations. It is a generalization of the
method developed in Ref. 48, insofar as it can be used with
diabatic states (which characterize the electron localization
before and after the ET process) characterized by large over-
laps. This circumstance is especially useful when the valence
electron charge on relatively close electron donor and accep-
tor sites is localized by means of constrained DFT (CDFT).

The formal derivation of the formula for transfer integral
evaluation and its substantial connection to the formula de-
veloped in Ref. 48 are presented in Sec. I A. Its hybrid-DFT
implementation, with and without use of the diabatic elec-
tronic states from CDFT, is described in Sec. II B. Finally, in
Sec. III the computational-theoretical method is employed
for a full-electron calculation of the effective electronic cou-
pling in two single-stranded dimers of flanking B-DNA
nucleobases: GT and GG. Convergence and accuracy of the
calculations are widely tested and compared to previous re-
sults in the literature.

The theoretical development in Sec. II A yields also a
formula [see Egs. (5) and (12)] to calculate the excitation
energies of the adiabatic CT states in terms of quantities
pertaining to the diabatic states. Its performance is compared
against previous multiconfiguration calculations.”® This full-
electron method, in conjunction with the use of a suitable
hybrid XC functional, is proposed as a valid alternative to
post-HF methods, time-dependent DFT, which tends to un-
derestimate the excitation energies of CT states,”” and
approaches.“’46 based on Koopmans’ theorem, which show
the opposite trend.”®

Il. THEORETICAL AND COMPUTATIONAL METHODS

A. Wave function overlap method for transfer
integral evaluation

Within the two-state model, the ground-state vector of a
system can be written as |#)=aly;)+b|r), where i and i
denote the reactant and product wave functions, respectively,
which are introduced in the diabatic picture of the ET pro-
cess. In these (diabatic or localized) electronic states the va-
lence charge is localized on the donor and acceptor group,
respectively, at any value of the reaction coordinate Q (Ref.
53) (see Fig. 1). The energy profile of the adiabatic ground
and first excited electronic states shows a splitting at the
transition state coordinate Q,, where the diabatic states come
to degeneracy, so that both the conservation of energy and
the Franck—Condon principle54 are rigorously satisfied in the
electron transition from a diabatic surface to the other and
the corresponding Franck—Condon factor takes its maximum
value. Note that, strictly speaking, Fig. 1 depicts the free
energy profile corresponding to a suitably defined reaction
coordinate. The separation AE,, of the adiabatic curves at Q,
gives a measure of the effective electronic coupling V. be-
tween |¢;) and | [see Eq. (5)]. This splitting can be ob-
tained starting from the secular equation
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FIG. 1. Cross section of the energy profile for the initial electronic state /
and the final electronic state F of a typical ET reaction. The solid curves
represent the adiabatic states, while the dashed lines describe the diabatic
states. Qy(I) and Q((F) denote the equilibrium nuclear coordinates of I and
F, respectively. Q, is the transition state coordinate, corresponding to the
lowest energy on the crossing seam surface. The reorganization energy \ is
also indicated.
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where \ is the generic energy eigenvalue, Hy,={i|H|¢),

Hpp=(elH| g, Hip=(y|H|p), and Sip=(;| ). The ei-
genvalues of Eq. (2) can be written in the implicit form

f
E.= %[HII"'HFF * VAE12F+4(H1F—E:51F)2]’ (3)

where AE;=E;—Ep=H;—Hp is the energy difference, at
the given nuclear configuration, between the ET initial (I)
and final (F) diabatic states. Moreover, by using the explicit
expressions of E, and E_ from Eq. (2), i.e.,

1 [H11+ Hypp—2HpSir
2

1
* \/ZAE?F — (Hy+ Hpp)HpS i + HIIHFFS%F + H%F:| >

(4)
the vertical excitation energy can be written as
AE;
AE,=E,-E_=\| —2 +4Vj, (5)
= Sir

[so that AE,=2V,; at 0=Q,, where E;=E (Ref. 55)], where

Hi(Q) + Hpr(Q)

1
= ————|H;{(Q)-5:Q) 5

(6)

is the electron transfer matrix element or effective electronic
coupling or transfer integral. In general, its value can depend
on Q, as explicitly shown in Eq. (6). After insertion of the
ground-state energy E=FE_ from Eq. (3) into the diagonal
terms of Eq. (2), the eigenvalue equations for the compo-
nents of |4 take the form
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(AE; -+ \/AEfF+ 4UfF)a +2U;pb =0, -
2U]Fa + (— AE]F‘l‘ \ AE%F + 4U%F)b = O,

where the symbol U, has been used for the quantity implic-
itly defined by

Hy+ Hpp
2

SiF 2 3
Up=Hp-ESp=H;p— SIF+7\"AE1F+4U1F’
(8)

and a and b are related to the overlap integrals A= (i;| )
=a+bS;p and B= (| )=b+aS; by the linear relations

A-BS B-AS
a=——>5", b=—73" 9)
1-Si 1-S;
From Eq. (7) the two following expressions are obtained:
2,12
e a+b
\'AE?F+4U?F=— mAEIF, (10)
ab
U1F=mAEIF. (11)

Finally, the insertion of Egs. (10) and (11) into Eq. (8) and its
comparison with Eq. (6) gives

Vip=Upla,b,AEp)o(a,b,Syp), (12a)
ab a’ +b? ) 1
=| 5—=AE 1 + S , 12b
a* - b ’F( 2ab ") 1-82, (12b)
AB A%+ B? ) 1
=| ———AE | 1 - S : 12¢
A - B? ’F( 248 “)1-82, (120)

where Eq. (9) has been exploited to obtain the last expres-
sion. Note that the factor o depends on S also implicitly,
through the @ and b parameters. Equation (12) holds which-
ever the value of the overlap S;r between the reactant and
product states, and of the reaction coordinate Q. On the other
hand, when the Condon approximation (which consists in
neglecting the dependence of V all along the Q axis) is not
satisfied, a meaningful value of V;z(Q) to be inserted into the
expression of the ET rate constant has to be obtained close
enough to Q,, i.e., in the proximity of the crossing seam point
of Fig. 1. If the system is exactly at Q,, where AE;;=0 and
a=b, then both the numerator and the denominator in the
formula for U;r vanish. However, U and thus V- has an
eliminable discontinuity at =0, (see Appendix), and shows
the correct behavior for Q approaching Q,, as directly shown
by Eq. (5) for AE;z=0. Thereby, if V. is sensitive to a given
nuclear motion, it can be calculated by means of Eq. (12)
within the regime of configurations surrounding Q,, where
the Condon approximation is satisfied (see also next subsec-
tion). Afterwards, the vertical excitation energy at the given
coordinate Q is obtained from Eq. (5).

In Ref. 48 the effective electronic coupling has been ob-
tained in the approximate U, form, which lacks of the large-
overlap corrective factor o. Equation (12) provides an im-
provement on the method of Ref. 48. In fact, it can be
applied to significantly wider classes of systems, including
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covalently bridged redox systems, where CDFT can be used
to obtain the CT diabatic states and large S;r values are gen-
erally involved. Equation (11) has been used for transfer in-
tegral evaluation in various systems of interest to biochem-
istry and nanoelectronics. From the comparison with Eq.
(12) it is clear that Eq. (11) can be used, in terms of either a
and b or A and B, whenever S;r is much smaller than the
quantity 2ab or 2AB. Under this condition, also the term 1
- %F can be neglected. Since the quantity a’>+b? is of the
order of unity, neglecting the factor o(a,b,S;r) in Eq. (12a)
amounts to a relative error approximately equal to S/ (2ab).
Indeed, in various systems 2ab is of the order of magnitude
of unity, so that the condition S;z=0(1) is sufficient for the
use of Eq. (11).° On the other hand, Eq. (12), which holds
irrespective of the S;r value insofar as the two-state approxi-
mation is applicable, can also be used in cases where the
diabatic states are characterized by a large overlap (e.g., this
can be the case for close redox sites linked by a covalent
bridge). The applicability and extension of Eq. (12) beyond
the two-state model are the subject of future investigation,
while a three-state analysis of Eq. (11) in the limit of negli-
gible S;» has been presented in Ref. 48.

Note that the square modulus of the ground-state vector
is given by (| h)=a>+b*+2abS; for real and normalized
diabatic state vectors. The last term gives a measure of the
overlap population57 between the two redox groups. Thus,
a?+b*+# 1, i.e., the coefficients a and b cannot be represented
as sine and cosine of any angle. This means that, for a non-
zero overlap S;r, the diabatic states cannot be obtained, at
any coordinate, by rotation of the ground and first-excited
adiabatic states (see also the expressions of a and b in the
Appendix). Some insights in the physical meaning of V,;z(Q)
are gained by considering the orthogonal transformation

Boon cos # sin 6

o | [ <0 J() (13)

Banti —sin 6 cos 6/ \¢p
in the more pictorial though simplified single-orbital picture,
not used anywhere else in this work. Under the constraint
that ¢ong and ¢, are orthogonal, by fixing an overall phase

factor and normalizing, the following delocalized electronic
states are obtained:

1
Poond = \‘”m(l/ll + ),
(14)
1
d)anti - \J"Z(TS”:)(I/,I - {r/lF) .

They represent the adiabatic states when the system is at the
transition state coordinate, which is always the case for sys-
tems like, e.g., the hydrogen molecule ion (see Ref. 57, p.
568). Out of Q,, the donor and acceptor groups are off reso-
nance and the wave functions in Eq. (14) are not eigenfunc-
tions of the Hamiltonian operator. Nevertheless, such wave
functions can be analytically defined through Eq. (14) at ev-
ery value of the reaction coordinate and describe a bonding-
like (pona) and an antibondinglike (¢,,;) orbitals. In fact,
| Poona(r)|* and | ¢,,i(r)|?>, which measure the corresponding
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electron charge densities at the coordinate r, are given by57

1 1
|¢bond(r)|2 = 1+ S[F5(|Irljl(r)|2 + |¢F(r)|2)
Sir () Pe(r) (152)
1+Sr Sy
1 1
|¢ami(r)|2 = EE(WI(”'Z + |¢F(r)|2)
_ Sip () e(r) (15b)

1 _SIF SIF

so that the valence electron charge partially concentrates in
the region between the redox groups for the bondinglike
wave function, while it lies more outside of the intervening
region for the antibondinglike one. For example, in a di-
atomic molecule S;z/(1+S;z) would be the fraction of an
electron moved from each atomic orbital into the overlap
region and twice this quantity is named the overlap popula-
tion after Mulliken.”® If the valence charge moves from the
distribution described by |pona(r)|* to [@,(r)|%, at a given
value Q of the reaction coordinate, the energy of the system
changes by the quantity

Eanti(Q) - Ebond(Q)
2

=2V,(0), (16)

as can be immediately derived from Eq. (14) and the defini-
tion of V;z(Q). In conclusion, the interpretation of Eq. (14)
within the formalism of the ET theory readily leads to Eq.
(16). The latter transparently shows that V,(Q) gives the
effective electronic coupling at any Q, which causes the en-
ergy splitting between the antibonding-like and bonding-like
distributions of the valence electron charge, hence the energy
gain in the latter.

B. System definition, diabatic states, and hybrid-DFT
implementation of the method

Systems. The above theory is applied to the intrastrand
hole transfer in the nucleobase stacks GT and GG from regu-
lar B-DNA. The GT stack offers a paradigmatic case, useful
to test the performance of the proposed theoretical method
for transfer integral evaluation and the limits of Eq. (11) as
compared with the more general Eq. (12). In fact, previous
calculations™?¢ indicate that GT is the base stack with the
largest intrastrand charge transfer integral and a correspond-
ingly large value of S ,F.25 The importance of the GG system
is clear from the introduction, where the major role of G in
hole transfer along DNA has been elucidated. For both sys-
tems, since CT essentially proceeds through the
nucleobases,”>?! the sugar-phosphate backbone has been ex-
cluded from the presented single-point calculations. The
computational implementation of Egs. (11) and (12) depends
on the choice of the diabatic electronic states. In this work I
consider the two recipes detailed below, whose performances
are compared in Sec. IIL.

Tensor product (TP) diabatic states. The systems under
study, each consisting of two stacked B-DNA nucleobases,
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can be easily separated in a donor group D (i.e., one of the
two nucleobases), where the hole is initially localized, and an
acceptor group A that receives the transferring hole. Thereby,
the initial and final electronic states can be conveniently de-
fined as |¢)=|D*)|A) and |ip)=|D)|A*), respectively, where
the charge localized on each nucleobase is explicitly indi-
cated. In other words, the diabatic states are obtained as TPs
of reference states for the isolated D and A groups in the
initial and final oxidization states. All the required wave
functions are built as single Slater determinants of the
lowest-lying occupied spin orbitals. The feasibility of this
procedure, also in relation to the spin contamination
problem,59 has been discussed in Ref. 48. The A, B, and S
quantities are directly obtained by exploiting the ET module
in the NWCHEM computational chemistry package.60 The ET
module is not used otherwise. The a and b coefficients are
then obtained from Eq. (9). The energy difference between
the diabatic states, i.e., AEp, is computed as

AE]FZ(ED++EA)—(ED+EA+)+ WD+—A_ WD—A*' (17)

In Eq. (17), Ep+, Es+, Ep, and E4 are the ground-state DFT
energies of the isolated subsystems in the specified charge
states. They are directly provided by the self-consistent field
DFT calculations of the ground states of the isolated donor
and acceptor groups in the indicated oxidization states.
Wp+_4 and Wp_,+ denote the interaction energies between
the D and A groups in the initial and final diabatic states,
respectively. They are evaluated as energies of electrostatic
interaction by using restraint electrostatic potential (RESP)
charges that fit the quantum mechanical electrostatic poten-
tial on a specified grid. This is performed through the ESP
module in the NWCHEM program,é'0 using a hyperbolic re-
straining of the partial atomic charges. After suitable testing,
the maximum distance between a grid point and any of the
atomic centers was set at the value 0.5 nm, against the de-
fault value of 0.3 nm, for a stricter fitting procedure. To the
same aim, a grid spacing of 0.008 nm has been used against
a default value of 0.05 nm.

CDFT diabatic states. The localized electronic states
lgy=|D*,A) and |ip)=|D,A*) are obtained from CDFT
(Ref. 49) self-consistent field calculations on the overall sys-
tem. As shown in Ref. 49, CDFT essentially consists in find-
ing an effective external potential that, once added to the
Hamiltonian, gives the electronic state of lowest energy sat-
isfying a specific density constraint. In the present context, a
unit positive charge is localized in the donor (acceptor)
group for the initial (final) diabatic state. AEy is directly
given by the difference between the CDFT energies E; and
Er. Hence, the approximations incidental to the partition in
Eq. (17) and its evaluation are avoided and can be tested. All
the CDFT calculations were performed with the Lowdin
population scheme, while the Becke scheme turned out not
to be feasible for the systems under study and the employed
hybrid-DFT scheme.

Hybrid-DFT implementation. The electronic quantities
required by the above two recipes are derived from spin-
unrestricted hybrid-DFT calculations, using the NWCHEM
package.’ The Becke half-and-half (here denoted BHH) hy-
brid XC functional® is employed. It comprises % Hartree—
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Fock exchange (which is essentially equal to the exact
Kohn—Sham exchangem), 1 Slater exchange, and % PWO1-
LDA correlation. It derives from the rigorous adiabatic con-
nection formula for the XC energy of Kohn—Sham DFT (Ref.
62) after linear interpolation of the interelectronic coupling-
strength parameter, which switches on the Coulomb repul-
sion between electrons. Thus, BHH, as compared with other
hybrid functionals, rests on a clear theoretical basis, without
empirical choice for the amount of exact exchange. More-
over, in recent works the half-and-half choice has been suc-
cessfully applied to the study of various properties of many
m-stacked aromatic complexes, producing results in good
agreement with high-quality post-HF calculations and ex-
perimental data.® " In this paper I propose the implementa-
tion of Eq. (12) in a hybrid DFT scheme with the BHH XC
functional as a reliable approach to evaluation of the transfer
integrals and the corresponding excitation energies in DNA
stacks. The computational approach can also be applied to
m-stacked systems of prohibitive size for the more expensive
post-HF calculations. Moreover, it is worth noting that Eq.
(12) can be used in whichever DFT scheme that is suitable
for a given CT system and can be implemented in different
computational schemes.

lll. COMPUTATIONAL RESULTS AND DISCUSSION

In this section, I present calculations of the transfer in-
tegrals in the GG and GT single-stranded base dimers from
B-DNA, using both the new method of Eq. (12) and the
prototype approach®® in Eq. (11). The results from Eq. (12)
are compared with those from Eq. (11), thus appreciating the
advantages of the new methodology. Moreover, a compari-
son with the results from other methods is afforded, in order
to test the performance of the hybrid-DFT implementation of
Eq. (12) against the results from different methods on the
DNA systems under consideration. This comparison is useful
also in the light of future implementations of Eq. (12) in
diverse computational schemes.

A. Effective electronic coupling in the GT dimer

My results for the effective electronic coupling and the
excitation energy in the GT system, using both the TP and
CDFT diabatic states and diverse atomic basis sets, are pre-
sented in the top panel of Table I. The other two panels
report, for comparison, results obtained by other authors with
different theoretical and computational setups.

Performance of the method and comparison with the
prototype method of Eq. (11). The two-state approximation
turns out to be well satisfied by the two types of diabatic
states for both the systems studied in this work. This is quan-
tified through the modulus of the ground state vector, N
=(y|y»"%, as obtained from its expression in terms of the
diabatic states, i.e., |)=al|i;)+b|p). In fact, I obtain values
of N ranging from 0.992 to more than 0.999 with different
computational setups.

Basis set effects are tested. They are relatively small.
Yet, a decrease in the vertical excitation energy, AE,, after
introduction of diffuse functions can be appreciated. The ba-
sis sets of highest quality [i.e., the largest Pople-style basis
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TABLE I. Upper panel: Relevant quantities for the 5’-GT-3’ base stack from regular B-DNA (the DFT values of this work use the BHH hybrid functional;
coordinates are taken from Ref. 26), calculated in this work using both the TP and CDFT diabatic states, and different atomic basis sets. All the energy
quantities are given in eV. The vertical excitation energy AE, and the transfer integral Vj; are computed through the rightmost term of Egs. (5) and (12),
respectively. The approximate estimates of the transfer integral by means of Eq. (11), using both the a, b(Uﬂ'b)) and A ,B(Uﬁ/;’B )) parameters, and the quantities
2ab and S} are also tabulated for the TP states. Center panel: the values of H;r, Vi, and Sy from Ref. 25 are reported for comparison. Bottom panel: HF and

post-HF values of AE,, V,, and the transition dipole moment w,, (in a.u.) from Ref. 26.

Method AE, Vir ‘S[F‘ |20b| U %m U%’B) AE, cprr Vir corr ‘S[F CDFT‘
This work
6-31g” 1.335 0.140 0.012 0.195 0.132 0.149 1.300 0.135 0.053
6-31g™ 1.332 0.141 0.012 0.197 0.133 0.150 1.298 0.135 0.053
6-311g™ 1.334 0.132 0.015 0.181 0.122 0.142 1.317 0.128 0.064
6-311g"/6-311++g™" 1.318 0.132 0.018 0.180 0.121 0.144 1.348 0.133 0.133
6-31++g"" 1.291 0.134 0.017 0.189 0.124 0.145
6-311++g™ 1.295 0.130 0.018 0.181 0.119 0.142
6-311++g(3df.3pd) 1.297 0.127 0.017 0.176 0.116 0.138
cc-pVDZ 1.354 0.132 0.014 0.179 0.123 0.141 1.339 0.125 0.058
cc-pVTZ 1.326 0.129 0.016 0.176 0.118 0.140 1.311 0.126 0.070
aug-cc-pVDZ 1.290 0.129 0.017 0.180 0.118 0.140
aug-cc-pVTZ 1.298 0.126 0.017 0.174 0.115 0.137
TZVP 1.312 0.132 0.018 0.180 0.120 0.143 1.247 0.144 0.097
Reference 25 Vie(Hp) |S;F
DFT, FO, TZ2P 0.141(0.334) 0.023

M2
Reference 26 AE, \ (a.u.)
GMH-KTA/6-31g* 1.574 0.137 0.548
CASSCF(7,8) 1.799 0.098 0.340
CASSCF(11,12) 1.415 0.097 0.424
CAS-PT2(11,12) 1.175 0.081

set, 6-311++g(3df,3pd),68 and Dunning’s correlation con-
sistent polarized valence triple-zeta basis set, aug-cc-pVTZ
(Ref. 69)] used in this work produce essentially identical
results. I reckon them as the best values, reported in bold in
the table.

In Table I the performance of the refined Eq. (12) is
compared, for disparate basis sets, with that of Eq. (11)
(which depends only implicitly on S;, through parameters a
and b), as expressed in terms of either @ and b or A and B.
There is a very good convergence of both the effective elec-
tronic couplings and the vertical excitation energies with re-
spect to the basis set, once the latter has a triple-zeta quality
and includes diffuse functions. As for the effective electronic
couplings, Up(a,b,AE;:) and U,(A,B,AE;:) (ie., UE;’b)
and U;?’B), respectively, in the shorthand notation of the
tables) systematically give lower and upper approximations
to Vjp, respectively. The relative errors due the use of Eq.
(11) are always less than 10%, essentially reflecting the val-
ues of the corresponding ratios S;z/(2ab) [see Eq. (12)]. On
the other hand, the CDFT diabatic states show 2ab values
comparable to the ones for the TP states, against a much
larger overlap, which prevents the use of Eq. (11). For ex-
ample, with the TZVP basis set, the two values Uﬁ’b)
=0.083 eV and Ux;’B)=O.204 eV are obtained, while
Vir corr=0.144 eV. Note that all the AE, and V,; values
from TP and CDFT diabatic states agree up to the second
significant digit, except for the TZVP estimates, which show
slightly larger differences.

The CDFT diabatic states do not allow the use of basis
sets with many diffuse functions. Nevertheless, the latter can
be included for the crucial atoms; e.g., I report a calculation
at the mixed 6-311g"*/6-311++g"" level of the basis set,
where diffuse functions were added to the atoms involved in
the charge distributions of the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital
(LUMO), which are usually the most important orbitals in
the single-particle picture of a CT process. As shown by the
table, the mixed basis set gives good estimates of both AE,
and V, in spite of the very large value of S;z, thus further
promoting the use of CDFT diabatic states in Eq. (12).

Among the basis sets allowing the use of both the TP
and CDFT states, the best overall performance is yielded by
the cc-pVTZ basis set.? It gives very consistent estimates of
AE, and Vj;, and thus of AE,, from the two sets of diabatic
states (e.g., the two values of AE;; agree within ~1%),
which validates the use of Eq. (17). Hence, AE, is essen-
tially given by the different electrostatic interactions between
the D and A groups once the valence charge is differently
localized. This is a consequence of the fact that, as in other
stacked DNA nucleobase dimers,30 donor and acceptor are
not symmetry equivalent and are off resonance. Note that the
cc-pVTZ values using the CDFT diabatic electronic states
are close to the best estimates using the 6-311+
+g(3df,3pd) and aug-cc-pVTZ basis sets in conjunction
with the TP diabatic states. Moreover, also other basis sets
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allowed by the CDFT states, such as 6-311g™ and cc-pVDZ,
show good performances compared to the best estimates.

In general, while the CDFT diabatic states offer a more
straightforward computational implementation of Eq. (12),
the TP states allow use of more accurate setups for the self-
consistent field calculations. In fact, CDFT computation is
hardly feasible (or even unfeasible) in the presence of atomic
basis sets with many diffuse functions. Moreover, the CDFT
diabatic states are characterized by a significantly larger
overlap than the corresponding TP ones (see Table I). Their
definition reaches the largest uncertainties for quite close re-
dox sites and depends on the population scheme used in
setting the charge constraints.” Nevertheless, the above re-
sults support their use by showing that they allow a satisfac-
tory computational accuracy for the study of CT in DNA
ar-stacks. In fact, Eq. (12) yields accurate results also using
CDFT diabatic states with large overlaps, which are obtained
in many biochemical systems (e.g., the GT base pair under
study) and are not manageable with Eq. (11). CDFT states
can be a valuable choice in the DFT implementation of Eq.
(12) and become essential in DFT studies of CT systems
where a covalent bridge between donor and acceptor has to
be considered.

Comparison with other methods. As shown in Table I,
my best estimates of transfer integral and vertical excitation
energy (in bold in the table) are smaller than the one-electron
values obtained within the framework of the generalized
Mulliken—Hush (GMH)* method as implemented in Ref. 26,
where HF theory and Koopmans’ theorem™” approximation
(KTA) are used. The discrepancy is significant for AE,. As
confirmed by the results using the CDFT states, this discrep-
ancy cannot be attributed to the approximations involved in
the calculation of AE;; by means of Eq. (17). In fact, the
latter turns out to work quite well for the non-symmetry-
equivalent and well-separated D and A groups considered in
this work. While the reasons for the above discrepancy are
not further investigated in this work, it is worth noting that
the implementations of Eq. (12) presented in Sec. II B do not
resort to the one-electron and KTA approximations. Rather,
they use full-electron calculations, thus including relaxation
effects.

Importantly, the AE, estimates by this work are midway
between the post-HF results of Ref. 26 using the largest ac-
tive space (i.e., 11 electrons within 12 7r-orbitals). The AE,
value from CASSCF(11,12) is larger than my DFT estimates
with basis sets of disparate accuracy. Such a circumstance
supports the theoretical-computational method proposed in
this work, because CASSCF has a well-known tendency to
overestimate the excitation energies in many physical
contexts.””’* On the converse, the AE, value from CAS-
PT2(11,12) is smaller than the DFT values of this work. Note

that CAS-PT2 tends to underestimate vertical excitation
71,74-76

energies, which can be corrected by employing a suit-
able value of an empirical level shift parameter,”’76 though a
residual appreciable underestimation of AE, can be

obtained.”" Therefore, the comparison with the present re-
sults depends on the effectiveness of the level shift parameter
used in Ref. 26. Moreover, also the here employed hybrid-
DFT scheme can suffer from computational errors, due to the
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approximate character of the adopted (as well as of any cur-
rently available) XC functional. At last, the results from both
this work and Ref. 26 should be tested against desired ex-
perimental data that allow a direct and accurate comparison
with theory. In any case, the best values of AE, provided by
this work and Ref. 26 differ by less than 10% and thus iden-
tify a relatively narrow probable range for the true excitation
energy. In fact their agreement is within the computational
errors. In particular, changes in the CAS-PT?2 excitation en-
ergies by ~0.1-0.3 eV can be usually expected by applying
the empirical shift parameter.76

A different scenario comes out for the transfer integrals.
The Vi best values of this work, i.e., 0.127 and 0.126 eV at
the BHH/6-311++g(3df,3pd) and BHH/aug-cc-pVTZ com-
putational levels, respectively, are significantly larger than
the multireference values in Ref. 26 and ~10% smaller than
the DFT and HF estimates from Refs. 25 and 26, respec-
tively. The discrepancy with the HF estimate in Ref. 26 be-
comes negligible when the same basis set is used. In fact, at
the 6-31g" level, I obtain a V;; value of 0.135 eV (0.140 eV)
using the CDFT (TP) states, against the HF value of 0.137
eV from Ref. 26. This seems to indicate that the slight dis-
crepancies between the two works are essentially a basis set
effect. However, this explanation is not satisfactory by
jointly considering the following points: (i) the HF evalua-
tions of both V;r and AE, depend only weakly on the basis
set.?'*%* (ii) The estimates of the vertical excitation energy
by the two works show an appreciable discrepancy even if
the same 6-31g" basis set is used. (iii) V;r and AE, are
strictly related, as shown by Eq. (5) or, within the GMH
approach, by the equation39

AEU|M12|

Vip= (18)

’! 2 b
N M2)2 +4uy,

where w, is the transition dipole moment connecting the
two adiabatic states in the CT transition, and w;—u, is the
difference between the respective dipole moments. Hence,
the discrepancies between the results from the two works
have to be at least partially ascribed to inherently different
approximations. For example, on the one hand, u,, depends
on the charge distribution in the CT fragments, which is cal-
culated without accounting of electron correlation in the HF
approach; on the other hand, the hybrid-DFT approach in-
cludes electron correlation, but may be affected by residual
electron self-interaction, which is expected to be more effec-
tive when the 6-31g" basis set or smaller basis sets are used,
as they do not yield an accurate enough description of the
electron correlation.

The significant discrepancy with the V. values from
multireference calculations corresponds to a larger degree of
charge localization in the latter. The current data do not allow
to establish which of the two methods yield a better descrip-
tion of the correct charge distribution in the system under
study. In fact, multireference approaches are also not exempt
from shortcomings, such as the following ones: (i) They in-
clude the electron correlation only in the active space. (ii) In
order to achieve quantitative accuracy, they generally need
empirical decisions in the choice and handling of the active



114113-8 Agostino Migliore

orbitals.>>”’ (iii) Large basis sets that are affordable in the
hybrid-DFT approach (e.g., see the data in Table 1), as well
as in other DFT computational schemes,25 are often exces-
sively expensive or unfeasible for post-HF methods such as
CASSCF or CAS-PT2. (iv) The convergence with respect to
the active space can be hardly achieved for relatively large
systems. In fact, with reference to the last point, the compari-
son of the transfer integral estimates by my approach and the
multireference calculations in Ref. 26 is complicated by the
fact that the data reported in the Table III of Ref. 26 do not
provide us with enough information about the achievement
of the convergence with respect to the active space, while the
use of larger active spaces is still unfeasible. In particular, the
CAS-PT2(11,12) electronic couplings use  the
CASSCF(11,12) transition dipole moments™ and the latter
show a large increase in passing from the (7,8) to the (11,12)
active space. Thus, a further increase with the size of the
active space would lead to V- estimates closer to the best
value in this work and to the GMH-KTA value in the same
Ref. 26.

My estimates of V;r employing basis sets of triple-zeta
quality are systematically lower by about 10% than the value
of 0.141 eV from Ref. 25, which makes use of the triple-zeta
double-polarization TZ2P basis set in ADF.”® This value is
obtained in two steps: (i) H;p is calculated with a DFT
fragment-orbital (FO) approach, exploiting the HOMOs on
the individual bases; (ii) V;p is derived from the Loéwdin
transformation” V,p=H,p—S;z(Hy+Hpg)/2. The resulting
values of H;r and Vj are very different, due to the large
value of S;r. Indeed, the evaluations of V;r exploiting the
Lowdin transformation are very sensitive to the value of the
overlap between the diabatic states. As a numerical example,
if S;r is endowed with a computational error of 0.001, i.e.,
S;7=0.023 £0.001, the corresponding range of V,, calcu-
lated according to Ref. 25, is 0.133-0.149 eV. For compari-
son, if the S;r estimate of this work at the TZVP level® is
affected by the same absolute error, S;7=0.023*0.001
(which, indeed, would mean an even larger relative error on
the overlap), then the corresponding V- value from Eq. (12)
is in the quite small relative range of 0.131-0.132 eV. This is
an important point if the best choice of the diabatic states for
a given system leads to a nonzero overlap. Then, small errors
in the S;r value coming from the approximations of the
physical model and/or the computation (e.g., a nonsuffi-
ciently large atomic basis set) can lead to significant errors in
the derivation of the transfer integral from H,; and the Low-
din transformation (or, equivalently, the secular equation).
This issue becomes even more critical when multielectron
calculations are performed, because then the relation be-
tween Hr and Vi involves the delicate numerical difference
of two energy quantities much larger than their difference.
Moreover, it is related to the general problem of the defini-
tion of the diabatic states,”™" which is magnified for large
overlaps.

In the above respect, the theoretical method defined by
Eq. (12) offers as a valuable approach to transfer integral
calculations, irrespective of the overlap between the em-
ployed diabatic states, insofar as they provide a good vector
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basis for the two-state model. Furthermore, note that Eq. (12)
can also be implemented in the FO approach of Ref. 25.

At last, the refined theoretical method presented in this
work, combined with appropriate hybrid-DFT setups, per-
mits a reliable use of the CDFT diabatic states even when the
corresponding S, is so large to prevent the use of the previ-
ously employed*®% Eq. (11). Nevertheless, the latter re-
mains an efficient tool for transfer integral evaluation in
many CT systems, where donor and acceptor can be sepa-
rated, so that the TP states can be used, or they are far
enough (in long-range ET) that CDFT states with suitably
small overlap can be obtained. I wish to stress that the CDFT
approach of Ref. 49 affords a “natural” construction of the
CT diabatic states. It exploits the idea® that, by an appropri-
ate choice of the external potential, DFT allows to achieve
the lowest energy state of a system with an arbitrary density
constraint. The approach developed in Ref. 49 provides a
direct and self-consistent accomplishment of that idea. An-
other valuable method to localize the valence charge consists
in the introduction of a suitable penalty functional that im-
poses an energy cost to electronic states with fractional oc-
cupation of the ion centers.*® Indeed, Eq. (12) is amenable to
both these approaches to charge localization in DFT
schemes. Moreover, it can be implemented in computational
schemes other than DFT, where different localization meth-
ods are adopted.

B. Effective electronic coupling in the GG dimer

The results for the effective electronic coupling and the
adiabatic excitation energy in the GG system from Egs. (12)
and (5), respectively, are reported in the top panel of Table II.
Previous results by other authors are reported in the follow-
ing panels.

Performance of the method and comparison with the
prototype method of Eq. (11). As compared with the GT sys-
tem, the GG stack has a smaller transfer integral and a cor-
respondingly smaller S;5 for both the sets of diabatic states.
This allows accurate estimates of the effective electronic
coupling from Eq. (11), hence of AE, from Eq. (5), using the
TP states; e.g., the transfer integrals from Eq. (11) (Ref. 87)
and Eq. (12) using the TZVP basis set differ by ~3%. On the
other hand, the accuracy of Eq. (11) using the CDFT states,
though significantly improved as compared with the GT sys-
tem, is still relatively low. In fact, the TZVP basis set leads to
the values U\“”=0.69 eV and U'*P=0.093 eV, while
Vir corr=0.081 eV. Note also that the TZVP basis set, lack-
ing of the diffuse functions, appears to provide a less accu-
rate description of the valence charge distribution in the GG
stack than the other two basis sets. On the contrary, the re-
sults using the largest basis sets, which are reported in the
first two rows of the table, are essentially identical.

Comparison with other methods. The best values in
Table II show good matching with the corresponding results
from CASSCF(7,8) calculations,”® yielding a close value of
the vertical excitation energy and the same effective elec-
tronic coupling, within the accuracy afforded in Table II. For
the GG system the multireference results do not show a
monotonic trend by improving the level of the calculation.
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TABLE II. Upper panel: Adiabatic excitation energy (AE,), effective electronic coupling (V,z), overlap between
the diabatic electronic states (S;z), approximate estimates of V, from Eq. (11) with both the a,b(U;;’b)) (Ref.
87) and A,B(UY}’B)) coefficients, for a GG base stack from regular B-DNA, calculated in this work using the
BHH functional. Second panel: Values of V,, H (in parentheses), and S, from Ref. 25 reported for compari-
son. Third panel: V;r and H, (in parentheses) values from Ref. 88. Bottom panel: HF and post-HF values of
AE,, Vi, and transition dipole moment w,, (in a.u.) from Ref. 26. Coordinates are taken from Ref. 26.

Method AE, Vi 1S,] v Uy
This work

6-311++g(3df,3pd) 0.427 0.067 0.008 0.065 0.069
aug-cc-pVTZ 0.427 0.067 0.007 0.065 0.069
TZVP 0.447 0.078 0.008 0.076 0.079
TZVP, CDFT 0.461 0.081 0.052 0.069 0.093
Reference 25 Vie(Hyp) |S;F

DFT, FO, TZ2P 0.053(0.119) 0.008

Reference 88 Vip(H,p)

SCC-DFTB 0.061(0.087)

Reference 26 AE, Vir Mo (au.)

GMH-KTA/6-31g" 0.472 0.083 1.120

CASSCF(7,8) 0.414 0.067 1.015

CASSCF(11,12) 0.370 0.049 0.819

CAS-PT2(11,12) 0.392 0.051

Within the CASSCF scheme, the appreciable decrease in
AE, with the size of the active space points to the need for a
larger active space. On the other hand, the CAS-PT2 calcu-
lations include the multistate formulation MS—PT2,26 there-
fore improving the description of both static and dynamic
electron correlation. The increase in AE, in passing from
CASSCF(11,12) to CAS-PT2(11,12) stresses the importance
of electron correlation effects (note, however, that w;, is not
recalculated at the CAS-PT2 level). In fact, the DFT and
post-HF approaches considered in Table II give values of
both AE, and V,; consistently lower than the reported HF
calculations. Therefore, the estimate of the average transfer
integral in a GG system through methods not properly in-
cluding electron correlation can be affected by appreciable
systematic errors. Instead, the hybrid-DFT implementation of
Eq. (12) yields a feasible and accurate method for evaluating
the average transfer integral. Furthermore, it offers a high
ratio between quality of the results and computational cost,
as it rests on a few quantities easily derived from self-
consistent field calculations. Indeed, its approximate formu-
lation of Eq. (11), whose computational cost is the same as
for Eq. (12), has been already applied in combination with
MD to relatively large quantum systems (up to 142 atoms)™
and in conjunction with Car—Parrinello MD (Ref. 89) to the
thorny ferrous-ferric redox system.84 In both cases the TP
diabatic states were characterized by suitably small overlaps,
allowing a careful use of Eq. (11) (see also note in Ref. 56).

My V. values at the BHH/6-311++g(3df,3pd) and
aug-cc-pVTZ levels are close to a recent estimate from Ref.
88, which employs the same approach as in Ref. 25 except
for the use of the approximate self-consistent-charge density
functional tight-binding (SCC-DFTB) method rather than
full DFT as in Ref. 25. The estimates of V,r from Refs. 25
and 88 show a moderate relative difference, while the respec-

tive values of H,r, hence of the gap between H;r and Vi,
differ significantly, which can depend on the use of the Low-
din transformation and/or on the different levels of the cor-
responding calculations (e.g., a not full correction of the ten-
dency of the DFTB approach to yield an excessive
localization of the net charge in electronic systems involving
-orbitals™). Anyway, my best value for V;; falls in the gap
between the estimates of H;, and V. from both Refs. 25 and
88 and is larger than both the reported V. values. This
agrees with the fact that the exact value of V- can only be
increased by the quadratic terms in S;r neglected by the
Lowdin transformation, although the relative magnitudes of
my estimate of V;r and the two reported DFT values”*® can
be determined by other relevant features of the different the-
oretical approaches, as in the case of the GT nucleobase
stack.

IV. CONCLUSIONS

I formulate a theoretical method for transfer integral and
vertical excitation energy calculation, which is closely re-
lated to a method recently appeared in the literature®® and
extends its applicability to broader classes of redox systems.
The current formulation uses the two-state model, as de-
scribed by the secular Eq. (2), without any further approxi-
mation. In particular, the limitations for the overlap between
the diabatic states imposed in Ref. 48 are removed by the
theoretical treatment of this work. The use of a given couple
of diabatic states is limited only by its intrinsic quality as a
set of localized electronic states able to accomplish the two-
state model. Furthermore, the multistate theory of Ref. 48
suggests that Eq. (12) may have a good performance also
beyond that approximation. This is the subject of a future
study, while the two-state condition is well satisfied by the
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DNA nucleobase stacks considered in this work, as well as
by many other molecular systems of interest to biochemistry
and molecular electronics.

Both Egs. (11) and (12) have been presently imple-
mented in (hybrid-)DFT schemes, although they involve a
few electronic quantities which can be easily derived also
from other computational schemes. The choice in this work
rests on the fact that, in spite of the approximations inciden-
tal to any available XC functional, DFT or hybrid-DFT com-
putational schemes offer the best compromise between accu-
racy and feasibility for the study of disparate biochemical
contexts,” because they include electron correlation and are
manageable also in relatively large systems. An important
methodological advantage of Eq. (12) relative to Eq. (11)
consists in its general applicability with CDFT or otherwise
localized electronic states which are characterized by a sig-
nificantly larger overlap than the TP states. In previous
works,®#7887 Eq (11) has been used in conjunction with
TP diabatic states, whose construction has been allowed by
the absence of covalent bridges participating in the relevant
ET processes. However, this equation cannot be applied with
suitable accuracy to CT systems where donor and acceptor
cannot be separated and the overlap between the appropriate
localized states is relatively large, so that the use of Eq. (12)
becomes essential. Moreover, for the CT systems where both
equations can be used, Eq. (12) is anyway more accurate
than Eq. (11) at the same computational cost, as here shown
on DNA stacks.

Equation (12), as well as Eq. (11), allows to calculate
directly the transfer integral, V;z, without passing for the
evaluation of the electronic coupling, H;r, and the subse-
quent use of the Lowdin transformation, or the construction
of orthogonal CT diabatic states. This offers methodological
simplification, which also favors the accuracy of the pro-
posed theoretical-computational approach. In more general
terms, the easy applicability of Eq. (12) in many computa-
tional schemes and without further approximations, as well
as the fact that it avoids excited state computations, make it
the main theoretical achievement of this work.

The refined theoretical method to calculate transfer inte-
grals and CT excitation energies comes from an analytical
derivation, different from the one in Ref. 48, which allows to
overcome the limitations of Eq. (11). Yet, it rests on a few
electronic structure properties directly derived from self-
consistent field calculations. In this work, the performance of
a hybrid-DFT implementation of Eq. (12) is tested against
previous DFT, HF, and post-HF calculations, on the paradig-
matic GG and GT base stacks from regular DNA. The dis-
crepancies between the results from different works are ap-
preciable, though unimportant in various cases. In fact, all
the discussed methods appear to be valuable approaches to
the study of CT processes through DNA ar-stacks. On the
other hand, Eq. (12) offers a method which is not subject to
approximations used in the previous literature, except for the
two-state model, and preserves its intrinsic theoretical valid-
ity irrespective of the specific physical system and the cho-
sen computational scheme. Moreover, future implementa-
tions of Eq. (12) in different many-electron models can yield
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fruitful investigation of the electron correlation effects and
thus of the limitations of the one-electron picture.
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APPENDIX: BEHAVIOR OF EQ. (12) AT Q;

In this appendix I show that U,r, hence V;r, has only an
eliminable discontinuity at Q=Q,. Solving Eq. (7) under the
condition (i|y)=a’+b>+2abS,;-=1, the following expres-
sions are obtained:

A/l AE!E> ( 2U; )
a= \/2<1_AEUO / I_AEUOS’F ’
B 1 AEIE> ( 2U, )
b__s\/2<1+AEU0 / 1_AEU0S1F N

where AE, = \AE;+4U7. and s=sign(U;;). The ratio
|AE,;/(a*~b?)|, whose evaluation is critical near Q=Q,, is
given by

a* - b?

(A1)

|AE1F|

1 AE 1
‘—(1——’F>——<1+
2 AE,,) 2

22U )
x| 1-=£8 | =AE, - 2U,:S,.. (A2
( AEUO IF v0 IFPIF ( )

AE,F)
AE,,

Therefore, at the transition state coordinate Q,, where AE;
=0 and AE,,=2|U], the above ratio takes the finite value

AE,,(Q)[1-5(0,)S;-(Q))]. Moreover,
1
2[1 - S(QI)SIF(QZ)] ’

a(Q) =-sb(0) = \/ (A3)

so that

AEUO(Qt)

UrQ)=—7"".

5 (A4)

I conclude, consistently with Ref. 48, that the approximate
expressions of the transfer integral and the vertical excitation
energy are also correctly related at 0=0Q,.
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