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Abstract
Time correlated single photon counting allows luminescence lifetime information to be determined
on a single molecule level. This paper develops a formalism to allow information theory analysis of
the ability of luminescence lifetime measurements to resolve states in a single molecule. It analyzes
the information content of the photon stream and the fraction of that information that is relevant to
the state determination problem. Experimental losses of information due to instrument response,
digitization, and different types of background are calculated and a procedure to determine the
optimal value of experimental parameters is demonstrated. This paper shows how to use the
information theoretical formalism to evaluate the number of photons required to distinguish dyes
that differ only by lifetime. It extends this idea to include distinguishing molecular states that differ
in the electron transfer quenching or resonant energy transfer and shows how the differences between
the lifetime of signal and background can help distinguish the dye position in an excitation beam.

Keywords
Information Theory; Shannon Information; Single Molecule Spectroscopy; Photon Counting; FRET;
PET; etc

I. INTRODUCTION
A. Purpose

This paper extends the information theory formalism developed for two channel[1] single
molecule measurements and interphoton-time (intensity) measurements for dye counting[2] to
include measurements of the excited state sojourn time (lifetime) that can be obtained using
TCSPC (time-correlated single-photon counting). The “interphoton time” and “excited state
sojourn time” are the random variables that are, respectively, the observed time between arrival
of two photons and the time between excitation pulse and photon pulse in TCSPC. The
“intensity” and “lifetime” are parameters deterministically related to the state of the system.

The analyses in this paper are made in the context of the state assignment problem. The system
must dwell in the state long enough to collect enough photons to provide the information to
assign a particular state over the other possibilities. This is the fundamental limit of the state
assignment problem and the main point of the paper. Following this introduction, the paper
derives the specific equations in information theory required to evaluate TCSPC measurements
and the losses of information in the photon stream due to digitization and instrument response
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for typical TCSPC experiments. A two-state version of the mutual information of a multi-
photon observation for the number of photons is used to provide a given probability for the
state assignment. It then applies these equations to several typical problems involving TCSPC
measurements of excited state sojourn time in single molecule measurements by solving for
the mutual information and plotting it for the different applications. The experimental details
of TCSPC affect the quantity of information that is communicated about a system. Information
is lost due to the finite response of different single photon timing detectors and by digitizing
the TCSPC data set. Information theory is used to evaluate the impact of the amount and source
of background on the measurement of the system. The mutual information between the system
and the observation is used to characterize the resolution of FRET measurements and of PET
and of other lifetime-based measurements. The final application of information theory analyzes
a TCSPC-based sub-diffraction position measurement.

B. Single Molecule Luminescence
Spectroscopic measurements performed on single molecules have become commonplace in
the last decade, the methods and results of which have been extensively reviewed.[3–10] Most
early single molecule measurements focussed only on the intensity or interphoton time as the
observable of choice. As technology developed, the inclusion of the excited state sojourn time,
t, by using TCSPC became feasible and common.[11] Though many of the technological
challenges associated with making single molecule measurements have been solved, the form
of the resulting data requires a fundamentally different way of thinking about experimental
design and data reduction. Intermittency was of the first such characteristics observed in single
molecule signals.[7,12] Another challenge that arose was large uncertainties in parameters
calculated from the data due to propagation of the statistical variations associated with photon
counting that have become collectively known as “shot noise.”[7,13]

There have been many approaches to this problem of distinguishing between states in the
presence of what is often called “shot noise.” These include thresholding either with or without
the data first being filtered using ad hoc,[14,15] optimal,[16] or nonlinear[17] methods.
Complete use of the information present in the data requires a photon-by-photon approach.
[18–20]

Several different approaches have been used to account for the statistical effects that arise in
single molecule measurements so that states can be distinguished. Early work used Monte Carlo
simulations to estimate shot noise[16], or used ad hoc,[14,15] optimal,[16,21] or nonlinear
[17] methods filtering to allow state changes to be resolved. Theoretical approaches include
the reaction diffusion description[22], self-consistent pathways [23], generating function
methods [24], generalized master equation approach to counting statistics [25], generalized
optical Bloch equations[26], and statistical analysis of distributions[27], hidden Markov
modeling [2,20] and detailed statistical analyses[19,28,29]. Many of these approaches
implicitly assume ergodicity or binned data values in their analyses. Optimal use of the
information in single molecule data requires a photon-by-photon approach.[2,18–20,28–30]
However, even a photon-by-photon approach cannot always assign states at a given degree of
confidence. Information theory is one approach to allow determination if a particular state
assignment is, in general, possible given the observation of a finite number of photons before
the state changes.

C. Time-correlated single-photon counting
Because TCSPC determines the luminescence decay based on single photon events, it is
particularly useful for single molecule measurements. TCSPC is accomplished by repetitively
exciting the sample with a short-duration (≲100 ps) pulsed laser.[31] A time-to-amplitude
converter (TAC) is used to determine the elapsed time between the excitation pulse and the
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arrival of an emitted photon. Even dyes with strongly overlapping spectra can be resolved using
the additional information available from the excited state sojourn time.[11] Many
environmental changes can influence the fluorescence lifetime including the local dielectric
environment, hydrogen bonding, protonation state, proximity to electron donors or acceptors,
proximity to resonant dipoles, and proximity to electric field gradients.[32] The orientation of
the dye with respect to light collection optics can influence the signal intensity but will not
influence the fluorescence lifetime, unless the dye is near a dielectric interface in which case
the lifetime of the dye will depend on the orientation of its dipole with respect to that interface.
[33]

D. Information theory
Information theory is a mature and active field with many excellent reviews and texts.[34–
36]. Information theory’s early applications to coded messages and communication theory
[37] leads naturally to applications in genomics. Information theory approaches to statistical
thermodynamics[38,39] and Bayesian statistical approaches to measurement theory[35]
combine naturally with the coding applications to give a useful framework for single molecule
experimental design and interpretation.[1] Information Information theory has also found
application to other fields with weak signals such as astronomy.[40] Surprisal analysis of state-
to-state kinetic measurements is based on an information theory perspective of both the
measurement and the statistical thermodynamics of the system.[41] This paper expands on the
use of Shannon information theory as a tool for evaluating single molecule experiments that
was introduced in Talaga (2006).[1] That treatment did not include the information available
from the excited state sojourn time as measured by TCSPC. The following section summarizes
necessary notation and formulae to expand the information theory formalism to include TCSPC
excited state sojourn time information.

Two approaches to information theory have been developed: a parametric form due to Fisher,
[42,43] and a nonparametric form due to Shannon.[37] Both forms have found useful
applications in single molecule measurements.[1,2,18,28,30] Fisher information has been
previously used to analyze TCSPC data neglecting the effects of instrumental response.[43]
Fisher information is most directly related to the variance of a distribution, whereas Shannon
information is sensitive to all moments of a distribution. These are just two of the many different
functionals that are maximized and minimized for the one-dimensional distributions that
represent minimal and maximal knowledge of the system. If one imposes the additional
requirement that the functional be maximized for a multidimensional distribution when the
variables/observables are independent, then the following form of entropy is uniquely defined
to within a proportionality constant that depends on the choice of base of the logarithm. Entropy
( ) is the expectation value of information:

(1)

 = { 1, ⋯, m} represents all possible outcomes of the experiment. The choice of base 2 for
the logarithm gives information in the familiar unit of bits.

1. Observables and System State—It is convenient for clarity in the notation to use
different symbols for the random variables directly observed (i.e. photon properties  = { 1,
⋯, m}) and the random variable(s) about which inference is made (i.e. the state of the system

 = { 1, ⋯, w}), though there is no mathematical requirement for the distinction. For an
observable to be useful, it must be conditionally dependent on the state of the system. In the
present application the observables are the time between photon observations (interphoton
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time, T) and the time between absorption of the photon and emission of the photon (excited
state sojourn time, t). Both of these observables T, t depend on the state of the system, j.
However, as long as the molecule remains in the same state during the excited state sojourn
time and the effects of anti-bunching are negligible (i.e. the interphoton is long compared to
excited state sojourn time), then the observation of a particular t is independent of the T.
Some detectors exhibit a non-negligible intensity-dependence to their propagation delay.[44]
This effect is usually negligible over series of photons with a given average intensity as is
expected for a given state. The assumption of a particular state is valid in the sense that the
point of this analysis is to determine the number of photons required to assign the state prior
to a state change. Hence, in this analysis, the observables are conditionally independent of each
other.

(2)

Note that this does not imply that the observables do not have any correlation upon a state
change nor that they are independent of the state. This conditional dependence of the
distribution of observable values is the conduit for information about the system state.

(3)

Therefore it is the conditional information-theoretical quantities that are most relevant to the
present analysis.

2. Mutual Information—The conditional entropy, ( | ) is the information expected to be
still undetermined in the state of the system,  = { 1,···, w}, once an observation  has been
made. The average amount of information that the measurement  conveys about the system

 is the mutual information, ( , ). The amount of information that the observation
communicates about the system is equal to the decrease in system entropy that occurs as a
result of the measurement.

Most comparisons are best made using the mutual information,

(4)

which is the amount of information that a measurement of  conveys, on average, about the
system . For a two-state system  = { 1, 2} and ( ) = 1 bit. The mutual information is
equivalent to the amount that the entropy of the observer’s knowledge of the system is reduced
as a result of the measurement. Equation 4 is the quantitative expression of the idea that the
amount of information delivered by an experiment is the difference between the uncertainty
before and after the observation is made.

3. Multiple Observables—Often there are multiple observables recorded jointly in an
experiment that are independent for a given state, e.g. the excited state sojourn time and
interphoton time may be simultaneously recorded. To treat multiple sources of information
about the system, the mutual information must be generalized to multiple observables.’
Observables that can be simultaneously measured can be divided into two classes. The first
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class includes properties of the photons, such as wavelength and polarization, that can be
determined by multiple detection channels, with n being the detector number. As discussed
above, the interphoton time essentially independent of the excited state dwell time and is
therefore also essentially independent of the detector number. The interphoton time is related
to the total intensity. The second type of additional observable is independent of the photon
observation and could include force or electrical measurements, f. The information and
entropy of multiple instances of groups of jointly measured conditionally independent
observables can be treated using the following probability expression:

(5)

The conditional self-information of the state j given observations t, T, n, f is:

(6)

The conditional entropy of the set of all states S given the set of all observables t, T, n,
f is:

(7)

which, because of the relationships of the variables can be written as:

(8)

Using Eq. 8 in Eq. 4 allows the information contributions from multiple jointly measured
observables to be included.

4. Multiple Observations—In general, a single observation of multiple variables will rarely
be sufficient to resolve states. For multiple observations, n, of a discrete (digitized) observable,

l the general form for the probability distribution function is:

(9)

with l⃗ being a vector of the n observations. Eq. 9 is used in Eq. 4. In many cases Eq. 9 will
simplify to special forms. For example, if ( l| j) is an exponential distribution, the multiple
observation case will be a gamma distribution.

II. COMPUTATIONAL METHODS
Where numerical results are shown, the appropriate formulas were evaluated numerically using
Mathematica 6.0 and Igor Pro 6.01. Figures were rendered in Mathematica, Igor Pro, and
OmniGraffle Pro.
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III. RESULTS AND DISCUSSION
A. Information content of photon stream

Talaga (2006)[1] previously analyzed continuous-wave–excited photon streams from arbitrary
and single molecule sources. The information content of a generic photon stream is limited by
the time-bandwith product of electromagnetic radiation.[1] The photophysical properties of
chromophores further limits the information content of a single molecule photon stream.[1,2]
The photon stream arising from a single dye that is periodically excited by an ultrafast
(effectively a delta function) pulse often shows exponentially distributed excited state sojourn
times, t with detection rate k,

(10)

The average information present in the delay between excitation and emission of the photon
(i.e. the excited state sojourn time) is

(11)

Since Eq. 11 is evaluated over a continuous probability density, the entropy calculated is most
useful when evaluated relative to other continuous densities to determine changes or
differences in entropy, such as those that occur as part of the TCSPC measurement process.
The finite-range normalized uniform distribution is a useful reference.

1. Two-State Information—Normally the point of making the measurement is to determine
the state of the system. Important to the design of an experiment is the fraction of the total
photon stream information that encodes the state of the system. The amount of information
present about the system is typically a small fraction of the information recorded. A two-state
formalism is sufficient to examine the system information present in the photon stream. For
systems with more states, this limit is still useful since it can be understood as distinguishing
between the two states are most likely given the data. The other states would have negligible
probability in this case. When examining continuous properties, such as a distance, the formal
pair of states can be understood as bracketing the uncertainty of the measurement.[1]

Two dyes with different lifetimes can be distinguished even if they have the same observed
intensity. To compare two states with different lifetime, consider the following simplified
notation. If one dye (or two different dyes) can exhibit two different lifetimes τ1, τ2 dependent
on the state of the system, define the average decay rate k̅ and reduced rate difference Δ
according to:

(12)

The sojourn time, state joint probability distribution function is

(13)
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where ( j) is the steady-state probability of state j and kj is the excited-state decay rate of
state j ∈ {1,2}. The marginal likelihood of the sojourn time is

(14)

The mutual information between observed excited state sojourn time and the molecular state
is

(15)

The blue curve in Fig. 2 shows the numerical integration of Eq. 15 as a function of Δ for a two

state system with equal prior probabilities . This is the maximum system information
available from a photon sojourn time measurement; instrumental limitations can only reduce
this quantity. In most experiments the resolution of multiple states will be limited by the pair
of states with the smallest difference in mutual information with the observable, rendering the
two-state analysis useful in nearly all circumstances. Extension of Eq. 15 to more than two-
states requires only specifying the equilibrium or prior probabilities, (s), and rates, ks for all
states and extending the sum.

State assignments will usually require observation of the excited state sojourn time from
multiple photons. The excited-state sojourn time of a Poisson emitter will be exponentially
distributed. When the IRF is narrow compared to the lifetime being measured, the PDF for the
observed TCSPC can be taken to be a simple exponential function and the observation of
multiple sequential excited-state sojourn times from a Poisson emitter will be gamma-
distributed.

(16)

In this case t is the total time for the n events drawn from an exponential distribution of average
lifetime τ. Substituting Eq. 16 into Eq. 4 gives

(17)

The curves for n > 1 in Fig. 2 were evaluated using Eq. 17. Figure 3 shows the results of solving
Eq. 17 for the number of photons required to provide information equivalent to the posterior
likelihood of one of the states reaching a given probability as labeled in the graph. The figure
illustrates the strong dependence of the required number of photons on the difference in the
exponential rate, Δ. For small values of Δ, all the photons from the experiment prior to
photobleaching would be required to determine the state with confidence. Fortunately many
experiments will have Δ in the reasonable range of 0.05 and 0.4 where the number of photons
required will be between 10 and 103.
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B. Information losses in TCSPC
This section evaluates how the choices of TCSPC experimental parameters and the presence
of different types of background result in a loss of information about the system. Real
measurements will provide less mutual information due to a variety of sources. The information
theoretical analysis allows the investigator to determine how experimental parameters need to
be adjusted according to the system being studied.

1. Time-to-amplitude-converter (TAC)—Both systematic and random errors occur during
the time-to-amplitude-convertion (TAC) process in TCSPC. Under most circumstances the
loss of information due to these errors are included in the the losses due to instrument response.
In cases where the TAC response is non-linear, then the uncorrected observations will not
follow their theoretical (i.e. exponential) distributions. This type of experimental issue is best
resolved with calibration and control experiments.

2. Digitization Losses—Digitization of the analog voltage provided by the TAC is another
potential source of information loss. The largest potential effect on the information is due to
non-linearity in this process. This problem can be eliminated by explicitly included by
calibrating the digitizer and including the non-uniformity of bin width into the expression for
the probability. A simple two-step calibration can provide this information first by measuring
the bin-wise uniformity of an uncorrelated classical light source, followed by systematically
measuring instrument responses using known spatial delays. Though potentially a large effect,
any loss of information due to digitizer non-linearity is simple to eliminate and not fundamental
to the measurement, and will therefore not be considered further.

Even ideal digitization of the signal can reduce the amount of information present in the photon
stream. The amount of information present in a discretized exponential distribution is less than
that in the continuous arrivals of the photon stream, potentially reducing the ability of the
experiment to distinguish between molecular states based on the lifetime τ = 1/k. The digitizer
resolution (δt) and depth (n) determine its range (δtn) and whether a given excited state decay
rate (k) can be accurately measured. The likelihood of digitized photon arrival times (neglecting
instrument response) is given by the finite-range discrete exponential distribution:

(18)

here i = {0, ⋯, n − 1} is the bin number, k is the exponential decay, δt is the digitizer least-
significant-bit resolution and n is the number of bins for the full range of the digitizer.

The loss of information can be characterized by taking the difference between the continuous
and discrete entropies with the following expression.

(19)

If the decay of the excited state is effectively complete by the end of the TCSPC window, then
the infinite range expression can be substituted:

Talaga Page 8

J Phys Chem A. Author manuscript; available in PMC 2010 April 30.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



(20)

The difference between the discrete entropy and the continuous entropy become apparent when
k becomes comparable to 2/δt or 3/(n δt). The maximum value of k that can be observed losing
no more than loss bits of information from the photon stream is:

(21)

Under most circumstances the fast rates are limited by instrument response and the slow rates
by the laser repetition rate.

Figure 5 shows the influence of ADC settings on the information content as a function of k for
several different values of the reduced rate difference Δ and digitizer bins. In the center of the
range the information approaches the value determined by Eq. 15. The loss of information at
δt comparable to 1/k̅ occurs because most of the photons arrive in a single bin. When nδt < 1/
k̅ the range is inadequate to represent the decays.

The TCSPC parameters for a given experiment are optimized when the mutual information is
at a maximum. Because the system entropy is independent of the experimental parameters
maximizing mutual information, Eq. 4 is equivalent to minimizing the expression for the
conditional entropy, Eq. 7. Differentiating Eq. 7 for a single observable with respect to one of
the experimental parameters simplifies to:

(22)

Fig. 6 shows the optimal value of δt, in units of 1/k̅, for various ADC resolutions as a function
of the reduced rate difference, Δ. The values determined by information theory are similar to
those an experienced experimentalist would choose based on physical intuition. Information
theory provides a way to determine if ad hoc choices of experimental parameters are reasonable
and do not result in the loss of information. Moreover they provide a way to choose the
minimum number of bins consistent with full acquisition of system information in a particular
experiment.

Fig. 5 shows that when an optimal choice of the data acquisition parameters is made, there is
always a reasonable range of lifetimes that can be measured without significant loss of
information due to digitization. In the applications of the theory that follow, such an optimal
choice of the TCSPC parameters has been assumed.

3. Instrument Response Losses—Electronic timing of photon arrivals introduces
uncertainty due to the instrument response. The finite instrument response function (IRF)
always reduces the amount of information in a single photon counting based single molecule
measurements. The amount of information that is lost due to the IRF depends on the detection
system used. The most commonly used detectors are microchannel plate photomultipliers, and
avalanche photo-diodes. Figure 7 shows three different experimental IRFs. The instrumental
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response limits δt in Eq. 19. With current hardware there is a trade off between detection
sensitivity and bandwidth. (Fig. 8)

The IRF does not affect the information content of every single molecule signal equally. The
information content of short-lifetime signals will be more greatly affected than will be long
lifetime signals because of the finite bandwidth of the instrument. Fig. 8 compares the
bandwidth of different signals to different real and idealized detectors. The resolution of the
lifetime decreases as the lifetime approaches the limit of instrument response.

In this case the the original (t) is a simple exponential and it has been corrupted by the
instrument response, (t). Idealizing the IRF as a Gaussian with similar bandwidth:

The measured signal is the convolution of the source exponential (t) and the instrument
response (t)

Since the effect of (t) is typically to “smear out” the signal (t) the net result is an increase
in the entropy, given by

(23)

(24)

and the loss of information is given by the difference between the entropy of the source, Eq.
24, and the observed signal, Eq. 23,

(25)

In this case the the source, (t), is a simple exponential and it has been corrupted by the
instrument response, (t). If the IRF is approximately Gaussian then

(26)

(27)

(28)

(29)
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Where w is the fwhm, σ is the Gaussian standard deviation τ is the average exponential lifetime
and t is the randomly observed excited state sojourn time.

Evaluating Eq. 25 using Eq. 26 and Eq. 27 gives the bold line in Fig. 9. Using the instrument
responses in Fig. 7 illustrates how detector choice influences the information content measured
from the photon stream. Fig. 9 suggests that a Gaussian of appropriate fwhm is a good
approximation of the IRF for predicting the information content of the data. Fig. 4, Fig. 5, 10
and 11 also illustrate the loss of information by plotting the information directly rather than
evaluating Eq. 25 for those cases.

4. Information Losses due to Background—If the distribution of the observable arises
from two (or more) sources (e.g. signal and background) then a mixture model can be used to
describe the information content of the system. For example if the signal-to-background ratio
is defined as S: B = γ then the overall PDF is:

(30)

where (Ot| ) and (Ot| ) represent the set of likelihoods of observations for signal and
background, respectively. An analogous formula can be used to describe a molecule that is
exchanging between two environments on a time scale that is fast compared to the interphoton
time but slow compared to the excited state lifetimes.

Background photons carry no information about the state of the system. As a result they dilute
the average information delivered.[1] This dilution effect is

(31)

In addition the distribution of (Oi| ) may confound determination of the state in a way that
depends on the source of the background.

Prompt background arising from Raman scattering in the sample is 100% correlated with the
excitation pulse and appears as an instrument-response-limited contribution to the overall
sojourn time distribution.

One would, therefore, expect large amounts of Raman background to cause difficulties
distinguishing the short-sojourn time end of the distribution. Figure 10(a) shows this effect.

Uncorrelated background appears as an increase in the baseline of the TCSPC trace because
it is essentially uncorrelated with the excitation pulse.

Such signals will typically arise from two types of sources. The first type includes dark counts
and room lights and is independent of laser intensity. The second type arises from the presence
of impurities that have luminescence lifetimes that are substantially longer than the inter-pulse
time determined by the laser repetition rate. This second source will increase with laser intensity
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until the impurity excited states become saturated. Of the two types the second is more likely
to cause experimental difficulties because its contribution to γ = S:B cannot be reduced by
increasing laser intensity. Figure 10(b) shows the effect of uncorrelated background on the
mutual information.

Pernicious sources of background such as those that have a lifetime comparable to that of the
species being measured corrupt a large region of the available experimental range of a sojourn
time experiment.

Figure 10(c) shows that, as expected, the information goes through a minimum at the lifetime,
τb, characteristic of the background.

Consider that amount of information per photon from the system is not as greatly reduced.
However, maximum rate of information obtained is reduced because of the requirement of
TCSPC to detect only one photon per excitation pulse. This analysis considers the background
to be identical in the two states. Section III D will treat a case where this is not true and show
that it is simple to include such effects.

5. Interference from dark states—The presence of transient dark states due to dye
intermittency can interfere with distinguishing a state. Fig. 11 shows the mutual information
between a dark state and a bright state as a function of bright state lifetime for different levels
γ=S:B of Raman-type background. The right axis shows the equivalent number of photons
expected to distinguish the dark state by decreasing the system entropy to a level consistent
with =0.95 in Eq. 1.

C. Distinguishing spectrally identical dyes by lifetime
This section evaluates the content and resolution of experiments involving differences in
luminsecence lifetime. There are two common situations where the experimental goal would
be to distinguish between dyes that are spectrally identical but have different luminescent
lifetimes.[45] The first is when two different dyes have essentially overlapping spectra, yet
have different luminescent lifetimes. The second is when the same dye can be observed in two
different environments that change its luminescence lifetime. Using Eq. 29 in Eq. 15 evaluates
the ability to distiguish the dyes changes with the difference in lifetime as well as the lifetime
relative to the width of the IRF.

The diagonal contours of Fig. 12 are consistent with the resolution depending principally on
the relative difference between the lifetimes of the dyes, consistent with the results shown in
Fig. 2. The instrument function degrades the information at short lifetimes as does the presence
of increasing amounts of background. There is no system information discernible when the
two states have the same lifetime: zero information along the diagonal. Above the diagonal in
Fig. 12, the information for short lifetime states is reduced for the 1 ns IRF compared to the
100 ps IRF below the diagonal, consistent with the results of Fig. 9 For the organic dyes used
in single molecule measurements, the lifetime will rarely be shorter than ∼1 ns in the absence
of quenching. As a result the background contribution will usually be greater for dyes with
very short lifetimes as they will have lower quantum yields.

D. Resolution of a PET distance measurement
This example uses the formalism to analyze the ability of a single molecule TCSPC
measurement to distinguish molecular states that differ in the degree of photo-induced electron
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transfer quenching of the luminscence. Information theory shows how to determine the number
of photons required for a given resolution of the electron transfer distance measurement.
Certain details of this analysis are specific to electron transfer in proteins, however those details
can be readily adapted to other systems. This analysis includes only the information available
from the excited state sojourn time. The intensity can include be modulated by the orientation
and position of the molecule with respect to the optics of the instrument. If the molecule is
translationally immobilized and rotationally either completely free or completely immobilized,
then the intensity information can be included as in Messina et al. (2006). [2]

1. Formulation—Many dyes can act as electron donors or acceptors when in the excited state
making electron transfer a process that competes with radiative decay.[46,47] Electron transfer
can occur via multiple pathways and mechanisms in proteins.[48] Direct electron transfer
between a fluorescent dye and single redox partner on the protein — usually an amino acid
side chain — via the superexchange mechanism is most relevant to single molecule
measurements. At very long and very short distances other mechanisms will also contribute.
The superexchange mechanism is usually described by a semi-classical theory that treats the
nuclear degrees of freedom classically and the electron transfer quantum mechanically. For a
fixed donor-acceptor geometry, the semiclassical theory predicts that the electron transfer rate,
ket, can be computed as:

(32)

ΔG° is the electronic component of the free energy change of electron transfer and λ is the
component associated with nuclear reorganization.[49] HAB is the quantum mechanical
electronic coupling between the donor and acceptor at the transition state. The exponential
decrease in HAB with donor-acceptor separation dominates the distance and orientation effects
on ket for a given donor-acceptor pair. Retaining only this dependence and combining the
remaining constants gives a useful phenomenological result:

(33)

with k0 being the electron transfer rate at closest contact, r0, of the donor-acceptor separation,
r.

Where β is an empirical scaling parameter that depends on the nature of the amino acids and
their structure that separate the dye and quencher. β typically ranges between 1.1±0.04 Å−1

depending on the intervening protein structure.[50] The preexponential factor depends on the
dye-quencher pair used and is often interpreted as the electron transfer rate at closest approach
of dye and quencher. The resulting sensitized lifetime is τet = 1/(1/τ0 − ket). Note that uncertainty
in the unsensitized lifetime and knowledge of the scaling factor β can contribute greatly to
errors in the absolute distance determination, but not the relative distance. Since β can depend
on the state of the system the uncertainty in distance is less meaningful than that of the state
assignment.

Consider two states that differ in distance between the dye-quencher pair, the electron transfer
rates are,
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if the conformational change has not altered β or k0. Therefore the resulting two excited state
decay rates generate the following dependence of the reduced rate parameters on distance
change between states as:

Changes in driving force and reorganization energy are reflected through their effect on k0 The
exponential scaling parameter, β, depends on, among other things, the orbital overlap through
the intervening polypeptide chain and is modulated by the changes in protein backbone
geometry.[48,50]

The measurable range of r in a PET measurement depends primarily on the value of k0 relative
to kr. kr typically falls between 0.1 and 1 GHz for dyes that are appropriate for single molecule
measurements. The range is limited on the short side by the lack of signal photons due to
quenching and due to the loss of information from the IRF. On the long distance side the range
is limited by the diminishing change in lifetime as the quenching becomes negligible. Figure
13 shows the resolution for two-state PET measurements for different numbers of detected
photons. Values of kr=0.1 GHz, k0 = 104 GHz γ0= 10 were used to generate Fig. 13.

Background is particularly important in an PET measurement. Since PET results in fewer
photons being emitted, the S:B will change with state. If γ0 is the S:B in the absence of
quenching then a state’s S:B will depend on the PET distance, ri as:

(34)

As a result background limits closest approach/highest quenching. This analysis includes
Raman-type background. Accordingly states with short PET distances lose information
because of increased dilution using Eq. 34 in Eq. 31 as well as due to the lifetime being
comparable to the width of the IRF. The dilution causes an overall decrease in the the amount
of mutual information with decreasing γ0, while the confounding effect of the IRF causes a
shift of the maximum of mutual information to longer PET distances consistent with the results
of Fig. 10(a).

The radiative rate (kr)and maximum electron transfer rate (k0) influence the mutual information
by shifting the range of convenient distances over which PET distance changes can be detected.
As kr increases the lifetime decreases and the the optimal range of β(r1 − r0) shifts to smaller
dimensionless values because faster electron transfer rates are needed to make a measurable
difference in the lifetime. The amount of information per photon also decreases with increasing
kr due to the IRF. Changes in k0 behave the same a shift in r0. These effects are illustrated in
the supplement.

Optimal electron transfer measurements require that the electron transfer rate be within
approximately one order of magnitude of the natural excited state decay rate. Values too far
outside this range will either completely quench the dye or cause a negligible change in its
lifetime. As shown in Sec. III B 3, the instrumental response limits the fastest lifetimes
observable. (This section uses a Gaussian IRF with w=100 ps for PET measurements.) The
distance between the donor-acceptor pair and their quantum mechanical properties influence
ket. The range of distances measurable depends on the location of the dye in the protein and
the dynamics of the protein. The maximum electron transfer rate, k0, can be adjusted by
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choosing a dye-quencher pair with a different driving force and/or reorganization energy
according to Eq. 32.

The exponential scaling parameter, β, depends on the structure of the protein between the donor
and acceptor.[48,50] This suggests that fluctuations in local secondary structure could be
resolved through their influence on β. Finally, the location of the dye could be re-engineered
if it was incorporated in a site-directed manner.

The unsensitized excited state decay rate, kr determines the optimal distances for the
measurement. The rate at closest approach k0 also dictates the natural distances measured. At
short distances the signal becomes difficult to distinguish from photobleaching except by the
sojourn time. [2]

E. Resolution of FRET measurements
1. Lifetime measurement of FRET—Fluorescence resonant energy transfer is commonly
used to determine structure and distances in single molecule measurements through the (R0/
R)6 dependence of the energy transfer rate. TCSPC sojourn time information allows direct
evaluation of the FRET efficiency Φx and distance R using:

(35)

where τx is the donor lifetime of the FRET-active species and τ0 is the lifetime of the donor in
the absence of acceptor and R0 is the usual Förster radius.

The same formalism described in Sec. III A 1 can be applied to FRET. Using the reduced
parameter description from Eq. 12, the efficiency, Φi, i ∈ {1, 2}, of the different states is:

2. Ratiometric vs. Full TCSPC—As discussed in Talaga (2006)[1] the intensity/
interphoton part of the mutual information for a ratiometric single molecule FRET experiment
can be formulated using a Bernoulli distribution for a single event and a binomial distribution
for multiple events. The overall intensity in a FRET measurement only changes as a result of
differences in donor and acceptor unsensitized quantum yields and detection efficiencies as
can be see be examining the following expression:

where Φx is the FRET efficiency, kex is the rate of donor excitation, ϕdetd and ϕdeta are the
donor and acceptor detector efficiencies, and ϕd and ϕa are the donor and acceptor quantum
yields. Quantum yield and detection efficiency are mathematically equivalent in terms of their
effect on the total intensity. When ϕaϕdeta − ϕdϕdetd == 0 there is no dependence of the total
intensity/interphoton time on Φx. The relative intensity of donor and acceptor is taken into
account by changing their relative weights in the joint probability distribution function. The
TCSPC distribution depends on the source of the photon as illustrated in Fig. 14 so the
formulation from Talaga (2006)[1] must include a conditional distribution for each type of
photon weighted by the parameters that describe the system and the experimental conditions:
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(36)

The parameters controlling the signal contributions are the signal-to-background ratio (γ), the
acceptor:donor excitation ratio (ξ), the spectral leakage from the donor into the acceptor
channel (ε), the spectral leakage from the acceptor into the donor channel (δ) with the directly
excited acceptor decay, and the ratio of the background in the acceptor and donor channels
(β). This distribution includes the information available from the channel intensity ratio and
the lifetimes. The TCSPC signal contributions include decay from directly excited acceptors,

(37)

from acceptors excited by energy transfer,

(38)

from donors,

(39)

and from background, b(t). (See Sec. IIIB4) Because this formulation is based on a photon-
by-photon approach, the observable variables are slightly different than in the case of binned
photons. The bnned approach gives the number of donor photons, the number of acceptor
photons, the lifetime of donor, and the lifetime of acceptor. The interphoton approach gives a
probability given the detected photon color (donor vs. acceptor) and the observed excited state
sojourn time. The intensity ratio dependence is carried by relative weights of the detector
probability. As discussed above, the absolute total intensity contains little or no information.

Fig. 15 compares the information obtained from the intensity-only ratiometric measurement
and the full TCSPC measurement in terms of the number of photons required for p = 0.95 as
discussed earlier. The full measurement typically more than doubles the information extracted
from the photon stream. Inspection of Fig. 15 suggests that most of the useful range is within
∼30% of the Förster radius. This suggests that selection of the dye pair for an optimal R0 is the
most important part of the experiment to optimize. This section assumes that the Förster radius
remains unchanged between the two states. Many phenomena could alter R0, including changes
in the averaged orientation of the dyes (κ2) and changes in the non-FRET non-radiative
relaxation pathways of the dyes (quantum yield changes).

If the non-radiative rates knr a and knr d change with state, then additional information will be
available from the interphoton times, otherwise all the state information available from the
intensity is present in the count of photons in each channel. Note that a photon-by photon
approach is still more favorable since it allows grouping constant numbers of photons which
provides a more consistent amount of information per bunch than binning by time and also
allows rebinning by different numbers of photons which allows one to vary the amount of
information present in the bin.[28]
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3. Donor and Acceptor contributions to total information—To obtain the information
present only in the sojourn time part of the measurement, calculate the mutual information
conditioned on the detector number. This is accomplished by marginalizing the distribution in
Eq. 36 with respect to the TCSPC microtime, t and using the values obtained for each detector
to normalize the conditional probabilities. Information about FRET is present in for the donor
and acceptor TCSPC signals. However, the influence of FRET on the observed TCSPC
distribution is different as seen in Eq. 37–Eq. 39. The donor gives more information per photon
at longer distances but fewer photons. The acceptor gives more information per photon at
shorter distances, but also fewer photons. By measuring both acceptor and donor, the maximum
amount of information can be obtained across the entire range of distances. This is illustrated
in Fig. 16 where the effective resolution is plotted on the vertical axis given a closest state
shown on the horizontal axis. The shift in the per-photon marginal information of the donor
vs. acceptor with position is visible when comparing the left and center panels. Once the
intensity of the donor and acceptor are taken into account the full information is apparent in
the right panel. The resolution limits for a given system depend on the position of the states
with respect to the Förster radius and the number of photons available.

4. Optimizing FRET experiments—This section discusses how properties of the dyes and
detection influence the information available. The information available from the FRET photon
stream can be optimized by careful choice of detection filters and dyes as parameterized in Fig.
14. Contour plots showing the position of the two states are most useful when the details of
the experiment such as the dyes being used, the detection leakage, etc. are already known and
one is examining the range of detectable state changes. These plots are useful for determining
the number of photons needed to make a measurement. When optimizing experimental
parameters, such as those that depend on the choice of dye and dichroic filters, it is useful to
plot a cut of the surface for several values of the parameter in question as the changes are easier
to see on a 2-D line plot. (See supplement.)

The radiative rate of the donor, kr d, will influence the information available in a single molecule
FRET measurement. The principle effect is on the amount of quenching, kx that can occur
before the lifetime becomes comparable to the IRF. By contrast, increasing kr d dramatically
reduces the acceptor contribution to the information and shifts the optimal position of R1 toward
R0. The net effect is a decrease of total information with increasing kr d with the effect being
more pronounced on the short-distance side of the distribution. The long-distance side of the
distribution showed little effect. (See supplement.)

The natural radiative rate of the acceptor (kra) has no effect on the donor information. It does,
however, make a difference in the acceptor part of the total mutual information. The the TCSPC
distribution for the acceptor has a rising as well as a falling exponential contribution. Because
the acceptor lifetime can appear as either the rise or the falling contribution to the TCSPC
distribution depending on the exact value of the kra. When the donor and acceptor lifetimes are
the same they swap and the exact FRET distance where this occurs depends on the difference
in acceptor and the unquenched donor lifetimes. This effect on the acceptor contribution to the
information is most noticeable when R1 < R0. The information in this region decreases as kra
increases. The optimal position for R1 shifts toward R0 as kra increases while the total
information decreases.

Background (γ) principally acts to dilute the information present in the photon stream as
discussed in Sec. III B 4. For background that resembles the IRF there is little effect other than
dilution. For other sources of background the effect will be more pronounced as was illustrated
in Fig. 10(c).
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In interphoton-time-only experiments, direct excitation of the acceptor (ξ) reduces the system
information by a small amount, but can be greatly beneficial in allowing acceptor dark states
to be distinguished from low-FRET states.[1] The same principle holds for full TCSPC
measurements. The principal effect of ξ on full TCSPC measurements is to dilute the
information content of the acceptor since direct acceptor excitation contains no information
about the energy transfer. When dark acceptors and donors are significant, a small amount of
information dilution is worth the ability to identify them.

The presence of spectral leakage (ε, δ) mixes the sojourn time signals from the two dyes. This
behaves somewhat like a fluorescent source of background in terms of loss of information.
However, the leaked distribution changes with the state so, unlike in purely ratiometric
intensity-based experiments, there is still information present in the TCSPC distribution even
when the leakage parameters approach 50%. Leakage of the acceptor contribution into the
donor channel, δ, has a much greater effect than the opposite leakage, ϵ. The effect of δ on the
total mutual information was 3–4 times that of ϵ. (See supplement.)

F. Position in beam
As a molecule passes through the focus of a single molecule microscope (either due to scanning
or diffusion) no only does the intensity vary, but also the shape of the TCSPC curve. This is
reflected in a position-dependent γ that depends on the distance from the optical axis in
cylindrical coordinates, ρ for a molecule rapidly reorienting and confined to the focal plane.
To write down γ as a function of the position in the beam, assume a circular Gaussian beam
intensity profile with width wρ. Using

(40)

in Eq. 30 allows calculation of the information present when attempting to resolve the distance
from the optical axis. This suggests that additional information about the position of the particle
in the radiation field is available from TCSPC when the lifetime of the molecule is long
compared to the temporal resolution of the instrument when the background is primarily due
to prompt (∼ δ–function) processes such as Raman scattering. This additional information
arises because only the photons arriving during same window as the prompt background are
corrupted.

IV. CONCLUSIONS
This paper derived the information theoretical formulas required to analyze TCSPC-based
single molecule luminescence lifetime measurements. It then showed how information theory
can be used to evaluate the TCSPC instrumentation including digitization and instrumental
response to a finite impulse. It showed how the effect of background on the information content
depends upon the lifetime of the source of the background. Information theory shows why the
source of the background photons can make a very significant difference on TCSPC
measurements. Luminescent background with lifetimes comparable to those being measured
is particularly harmful. By contrast, uncorrelated background needs to be present at extremely
high levels to begin to corrupt the measurement. The source of the background is irrelevant
when measuring only intensity.[1] These formulas were applied to several common types of
single molecule TCSPC measurements including resolution of spectrally identical dyes,
photoinduced electron transfer, fluorescence resonant energy transfer, and sub-diffraction dye
localization.

The information theory analysis was able to take qualitative ideas about experimental design
and show how to make them quantitative. Information theory provides new insight into the
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importance of the lifetime of the dyes in terms of the resolution of FRET experiments.
Information theory showed that spectral leakage in a FRET measurement is more detrimental
when the acceptor leaks into the donor channel, providing a principle for dichroic mirror choice
when the donor and acceptor fluorescence spectra have substantial overlap.

Extension to more complicated cases is straightforward from what was illustrated in this paper.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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FIG. 1.
This figure illustrates the basic concept of time correlated single photon counting. The blue
trace represents the intensity of the laser excitation pulses. The green and red traces represent
the arrival of photons at different detectors that are resolved using a dichroic mirror. The gray
decay functions represents the probability density for photon emissision. t is the excited state
sojourn time (microtime) controlled by the lifetime and T is the interphoton time (macrotime)
related to the total emission intensity. An information theoretical analysis of two-channel
macrotime measurements has been previously published.[1]
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FIG. 2.
The system information (from Eq. 16) for observing n photons (see labels on solid lines) when
attempting to distinguish two exponentials. This information does not include any losses due
to background, instrument response, or digitization. For modest differences, Δ, in excited state
decay rate, the per-photon mutual information is adequately represented by the approximation
formula in Eq. 15 shown as the dashed line.
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FIG. 3.
Contours of constant information evaluated for different values of Δ and p for ( , )
equivalent to a likelihood, p, of determining a state, as indicated in the figure, that show the
number of photons required to resolve two states that differ by Δ as defined by Eq. 12. The
green p=0.95 line (n ≍ (ln(2) ( , ))−1) is used to convert information per photon to number
of photons required for p=0.95.
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FIG. 4.
Effect of digitization on the per photon information content from the exponential lifetime. The
information content of the photon stream is displayed before (solid) and after (dashed) varying
digitization at depth n as labeled in the figure as a function of the excited state decay rate (k)
in units of reciprocal digitizer resolution (1/δt). In the limit of small δt compared to k the average
information is the maximum entropy value log2 n. The range over which the discrete
approximation is valid is visible as the region of correspondence between the continuous line
and the digitized lines and is given by Eq. 21.
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FIG. 5.
Effect of choice of TAC resolution and TAC range on the system information communicated
by a TCSPC photon stream with average rate k̅ and rate difference Δ as labeled in the figure.
The horizontal grid lines show the lossless limit for different values of Δ indicated on the right
axis.
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FIG. 6.
The digitizer resolution can be optimized by finding the extremum of the mutual information
using Eq. 22. The value of the ADC resolution, δt, in units of 1/k̅ that maximizes mutual
information between the system and observation is plotted versus the reduced difference in
excited state decay rate Δ for several digitization depths n as labeled on the figure.
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FIG. 7.
This figure shows three different experimental instrument response functions. Center: The
instrument response of a microchannel plate photomultiplier, Left: from a small area avalanche
photodiode, and Right: from a large-area APD. The zero-time has been offset for clarity
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FIG. 8.
Figure illustrating the effective bandwidth and how it depends on instrument response. The
dashed lines show the power spectrum of the experimental instrument response function shown
in Fig. 7. The solid lines show the theoretical power spectrum for Gaussian IRFs. The dotted
lines show the power spectrum for Poisson emitter with a 1 or 10 ns excited state lifetime.
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FIG. 9.
The effect of the instrument response is to reduce the information measurable in the photon
stream. This effect is most noticeable for short lifetimes. The solid lines show the loss due to
Gaussian instrument response at various fwhm values from 10 ps to 1 ns as labeled in the figure.
The dotted lines show the corresponding losses for experimentally derived instrumental
response functions from microchannel plate photomultiplier, and avalanche photodiodes from
two sources. This figure illustrates the loss of mutual information between the system and the
measurement that occurs versus lifetime for a given instrument function. The effect of the
instrument response function on the information content per photon in a TCSPC measurement
depends strongly on the lifetime to be measured and weakly on the nature of the instrument
response function.
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FIG. 10.
Effect on information of Raman-type background (top) long-lived background (center) or dark
counts and fluorescent background (bottom) on the information delivered per photon about a
system with a lifetime difference given by Δ=0.1 detected by an instrument with a 100 ps fwhm
response. The values of the signal-to-background ratio, γ, are labeled on the traces. The γ =
∞ trace is the same for all three panels. The dashed lines represent the reduction of information
expected if the background photons fall outside the TAC range and gives the pure information
dilution limit.
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FIG. 11.
The mutual information between a dark state and a bright state as a function of bright state
lifetime for different levels γ=S:B of Raman-type background. The right axis shows the
equivalent number of photons expected to distinguish the dark state at p=0.95.
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FIG. 12.
Contours of constant photon number as labeled on the figure that give ( , ) equivalent to
95% likelihood of distinguishing two dyes (or states) with lifetimes τ1 and τ2. The contours
above the diagonal include the effects of a w=1 ns Gaussian instrument response whereas those
below the diagonal include a w=100 ps Gaussian IRF. The green zone on the plot shows the
ideal region for single molecule measurements.
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FIG. 13.
Information of Photoinduced electron transfer experiments: Contours of constant photon
number as labeled on the figure that give ( , ) equivalent to 95% likelihood of
distinguishing a PET-quenched state at the position given by the horizontal axis and a second
state that is a distance farther away as given by the vertical axis. The green zone on the plot
shows the ideal region for single molecule measurements.
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FIG. 14.
When cross-talk between channels is non-negligible, there are four contributions to the donor
and acceptor channels: Directly-excited acceptor emission, FRET acceptor emission, donor
emission, and background. These contributions appear in Eq. 36.
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FIG. 15.
Contours of constant photon number as labeled on the figure that give ( , ) equivalent to
95% likelihood of distinguishing two states at FRET distances of R1/R0 and R2/R0. The contours
above the diagonal include only the intensity information whereas those below the diagonal
include both the interphoton time and the sojourn time information. Plot was generated for
kr d=1/(10 ns),knra = knrd =1/(100 ns),kra1/(2 ns),  ( i)=1/2, w=100 ps, γ=10, β=1, ξ = δ = ε
= 0
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FIG. 16.
Contours of constant photon number as labeled on the figure that give ( , ) equivalent to
95% likelihood of distinguishing two states at FRET distances of R1/R0 and (R1 + δR)/R0. The
left panel shows the contribution from donor photons, the center panel shows the contribution
from acceptor photons, and the right panel shows contributions from both. Experimental
parameters are the same as in Fig. 15
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FIG. 17.
Contours of constant photon number as labeled on the figure that give ( , ) equivalent to
95% likelihood of distinguishing two positions in a Gaussian excitation beam. The contours
above the diagonal include the effects of a 100 ps Gaussian instrument response whereas those
below the diagonal include a 100 ps Gaussian IRF.
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