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Abstract
Biological systems are robust to perturbation by mutations and environmental fluctuations. New data
are shedding light on the biochemical and network-level mechanisms responsible for robustness.
Robustness to mutation might have evolved as an adaptation to reduce the effect of mutations, as a
congruent byproduct of adaptive robustness to environmental variation, or as an intrinsic property
of biological systems selected for their primary functions. Whatever its mechanism or origin,
robustness to mutation results in the accumulation of phenotypically cryptic genetic variation. Partial
robustness can lead to pre-adaptation, and thereby might contribute to evolvability. The identification
and characterization of phenotypic capacitors — which act as switches of the degree of robustness
— are critical to understanding the mechanisms and consequences of robustness.

Robustness
Biological systems are subject to mutation, to environmental variation and to random
fluctuations in the abundances of their component molecules. Many physiological and
developmental systems are robust to such perturbations. That is, despite these natural
perturbations, the systems produce relatively invariant outputs.

There is currently much interest in the role of robustness in multifactorial human disease [1]
and in evolution [2]. Nevertheless, the mechanistic causes of robustness remain poorly
understood. This is beginning to change, however, as researchers increasingly use high-
throughput techniques to probe the mechanisms that generate complex traits [3]. These
techniques not only provide quantitative details about the activities of individual genes and
gene products, but they also enable a systems-level view. A systems-level view is crucial for
robustness, which often emerges out of interactions between entities.

One of the earliest and most insightful thinkers on the subject of robustness was C.H.
Waddington, who recognized decades ago that levels of phenotypic variation in natural
populations tend to be small compared to what might be expected given typical levels of genetic
and environmental variation [4]. It is not clear, however, what level of phenotypic variation
one should expect. Waddington’s logic was based on the observation that a biological system
(e.g., Drosophila wing development) perturbed by a major genetic or environmental insult
(e.g., heat shock) exhibited greater variation than an unperturbed system. He therefore inferred
that the original system was robust. Through artificial selection, Waddington showed that
phenotypic variation initially seen only in the presence of a major perturbation had an
underlying genetic basis. From this, he concluded that the experimental perturbation revealed
the developmental system’s normal robustness to the everyday minor perturbations of genetic
variation.
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Perturbation experiments remain the dominant approach to probing the mechanistic basis of
robustness. Whereas Waddington used simple environmental perturbations, such as exposing
flies to heat shock [5], ether [6] or high salt concentrations [7], others have used mutations in
key developmental genes [8,9]. More recent experiments have extended this paradigm to
employ organisms genetically engineered to harbor loss-of-function [10] or gain-of-function
[11,12] mutations. Varying doses of small interfering RNA (siRNA) have also been used to
deplete each targeted gene product to different degrees, thereby creating a series of genetic
perturbations that improves power to detect regulatory interactions that underlie robustness
[13]. In all cases, relative robustness is quantified as the change in variation of one or more
specific traits when the experimental perturbation is applied.

The measurement of robustness is specific to the sources of variation present in a particular
experiment. For example, if a mutation causes greater phenotypic variation among genetically
identical organisms raised in a carefully controlled environment, then the mutated gene product
is inferred to contribute to robustness to either microenvironmental variation or stochastic
fluctuations in the intracellular environment [10]. If, on the other hand, a mutation causes a
greater increase in phenotypic variation across genetically divergent strains, then that gene
product contributes to robustness to the underlying genetic variation present in those strains
[8]. A key, unanswered question, which we will address here, is whether one set of mechanisms
suppresses all types of genetic, environmental and stochastic variation, or instead whether
mechanisms of robustness are specific to different sources of variation. The answer to this
question has important evolutionary implications, because it has been argued that natural
selection for environmental robustness is strong and continual. If mechanisms that provide
robustness to environmental variation also provide robustness to genetic variation, then the
latter might have evolved only as a side effect of selection for the former [14].

Regardless of why robustness to genetic variation exists, another major unanswered question
is what effect it has on phenotypic evolution. One of Waddington’s major insights was that
robustness to genetic variation need not constrain phenotypic adaptation, and indeed might
promote it [4]. This is at first a counter-intuitive idea, as genetic robustness, by definition,
reduces the phenotypic effects of new mutations. However, when a phenotype is robust to the
effects of mutations, those mutations accumulate in the form of cryptic genetic variation. If
robustness is later impaired, the cryptic genetic variation is revealed and might contribute to
phenotypic evolution, a phenomenon known as capacitance (Box 1).

Box 1

Stabilizers and capacitors

A “capacitor” is a biological switch capable of revealing previously cryptic heritable
variation [8]. The analogy is drawn to an electrical capacitor, which stores and releases
charge. Some but not all capacitors are gene products whose wild-type function contributes
to robustness and, therefore, whose functional impairment reveals variation.

The term capacitor is usually modified by one of three adjectives — “phenotypic capacitor”,
“genetic capacitor” or “evolutionary capacitor”. Unfortunately, precise definitions that
distinguish the three are not usually given, so here we wish to propose guidelines for their
usage. Evolutionary capacitor should only be used for mechanisms that store and release
genetic variation and for which there is evidence that revealed variation contributes to
adaptation (e.g. Box 4). When no claim is made about the contribution to adaptation, or
when there is evidence against such a contribution, the more general term phenotypic
capacitor should be used. Although genetic capacitor typically has the same meaning, we
propose avoiding this shorthand because it potentially confuses the source of variation
(genetic differences) with the agent of robustness (a gene or gene product).
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The source of variation is important, because environmental and stochastic sources of
variation do not accumulate in the way that genetic variation does, and therefore the
capacitor analogy breaks down. Gene products that provide robustness to
microenvironmental or intracellular stochastic variation have previously been termed
“phenotypic capacitors of … ” these sources of variation [10]. We propose a less wordy
and more apt term, “phenotypic stabilizer”, when dealing with non-heritable sources of
variation. Here the analogy is to a voltage stabilizer, which maintains relatively steady
output voltage despite variation in input voltage and load current.

Experimental identification and characterization of capacitors and stabilizers holds the
promise of illuminating the mechanisms of robustness, the congruence between such
mechanisms when different sources of variation are considered, and the potential for cryptic
variation to contribute to evolutionary adaptation.

Robustness to different forms of natural perturbation
There are three major reasons that phenotypic robustness to a particular type of natural
perturbation might exist [15]. Robustness might be adaptive, in the sense that it evolved
primarily to limit phenotypic variation in response to a specific perturbation. Alternatively,
robustness to the perturbation of interest might be a side effect of evolved robustness to a
different perturbation. In such a case, the mechanism of robustness to one perturbation happens
also to provide robustness to the other perturbation, and so the two forms of robustness are
said to be congruent. The third possibility is that neither adaptive nor congruent selection
occurred, but instead that robustness is an intrinsic property of the system that produces the
phenotype. The prevalence of each reason for robustness remains to be determined. Theoretical
studies, using computational simulations of gene-regulatory networks, suggest both that
intrinsic robustness could be widespread and that natural selection can increase robustness
under diverse and reasonable sets of parameter values and assumptions [16–22].

Theory predicts that adaptive robustness to mutations will evolve so long as Neμ, the product
of the effective population size and the rate of mutations that would reduce fitness in the absence
of a specific robustness mechanism, is greater than one [17,20]. Nevertheless, if mechanistic
congruence is sufficiently great then robustness to genetic variation might still be largely a
byproduct of robustness to environmental perturbations [14,23–25]. Neither genetic nor
environmental perturbations should be considered as monolithic categories, however, and
congruence should be considered both within and between the broad genetic and environmental
categories of perturbations.

Genetic perturbations include not only spontaneous mutations, but also recombination, which
brings existing mutations into new combinations. Genetic robustness to new point mutations
might be a congruent side effect of genetic robustness to recombination [26]. New mutations
can range from single-nucleotide changes to small insertions or deletions to genome
rearrangements, and the different types and locations of mutations likely challenge regulatory
systems in different ways.

Likewise, environmental variation can take many forms. In an experimental setting,
environmental differences can either be macroenvironmental (i.e. systematic differences set
by the experimenter) or microenvironmental (i.e. inevitable random fluctuations). In nature,
this distinction is not so clear: it is more appropriate to consider the timescales at which changes
occur and whether they are predictable or unpredictable. For example, seasonal changes in
temperature can be anticipated, yet unexpectedly hot or cold days do occur. Moreover, different
environmental variables are expected to impact regulatory systems differently, e.g. a
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temperature change will affect all kinetic processes, whereas a toxin might target a specific
gene product.

One distinct source of perturbations, often included within the broader “microenvironmental”
category, is intrinsic stochastic fluctuations due to the low copy numbers per cell of many
biological molecules (Box 2). These perturbations are inevitable and universal, but the
consequences will differ substantially depending on the cellular functions of particular
molecules.

Box 2

Intrinsic stochasticity of gene expression

When only a small number of molecules is present, variation in that number can be
significant. For example, if the mean copy number per cell of a given mRNA is only 5, there
is likely to be substantial variation between cells. Following cell division, one cell could
easily receive zero copies of that mRNA. Similarly, a given DNA sequence is typically
present in only one (haploid) or two (diploid) copies; thus there will be significant
fluctuation between having 0, 1 or 2 copies transcriptionally active at any point in time.

If fluctuations are rapid, then their effects will average out even over the short timescales
relevant to other kinetic processes of gene expression. However, fluctuations between
transcriptionally active (open) and closed chromatin states are slow [83]. Following
transcription, fluctuations in chromatin state are propagated into fluctuations in mRNA copy
number, thereby creating a huge source of perturbations to which systems must be robust.
Stochastic fluctuations can be damped directly by producing excess mRNA or proteins and
degrading those not needed, or by increasing mRNA copy number while decreasing
translational efficiency and hence keeping mean protein levels constant but less noisy
[84]. Robustness to stochastic fluctuations can also arise at the network level.

Another inevitable constraint on living systems is that information cannot be propagated
without some rate of error. DNA polymerase errors are familiar, as they cause mutations, but
errors are also made during transcription [27] and translation [28]. Collectively, these errors
can be seen as perturbations and can have substantial effects [29].

Mechanisms of robustness and their consequences for congruence
Some robustness mechanisms directly eliminate a specified perturbation. For example, at the
biochemical level, one-step molecular processes will always suffer a high error rate, but when
multiple simultaneous or sequential events are required, it is highly unlikely that they all contain
errors. By exploiting this cooperativity, mechanisms to improve transcriptional and
translational accuracy, such as kinetic proofreading [30], prevent errors and perturbations in
one stage of a process from propagating through to the final stage of that process. In most cases,
however, there is not a simple one-to-one relationship between sources of perturbation and
mechanisms of robustness. Moreover, as a simple case study illustrates below, superficially
minor details can dramatically alter mechanistic congruence.

A simple case study with low congruence
Consider an extremely simple “toy” gene-regulatory network consisting of just one gene, R,
which forms a negative autoregulatory feedback loop by repressing its own expression in
proportion to its concentration (Figure 1). At equilibrium, the protein concentration R = c/(r +
d), where c is maximal production, r is a repression constant and d is a first-order degradation
term. One form of robustness to environmental variation is homeostasis, meaning robustness
to perturbations in the state of the system. This simple feedback loop is homeostatic: perturb
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the concentration of R above the equilibrium value and degradation will exceed production,
perturb it below and production will exceed degradation.

But is the network robust to genetic variation? Genetic variation most likely will affect the rate
constants. The toy network is not particularly robust to perturbing rate constants. For example,
as r increases, the equilibrium concentration of R decreases. That is, genetic variation changes
the output of the network. Thus congruence is not universal, as robustness to stochastic
microenvironmental perturbations can exist in the absence of robustness to genetic
perturbations.

Such an incongruence is not limited to theoretical models. For instance, robustness to
mutational perturbations and robustness to environmental perturbations are negatively
correlated in strains of Escherichia coli [31]. Likewise, in one set of experiments in
Drosophila, the phenotypic capacitor Hsp90 appeared to increase robustness to genetic
variation but not to stochastic perturbations [32]. In neither case is the mechanistic basis of the
disconnect understood. Moreover, the range of phenotypes assayed might strongly influence
the resultant conclusions, e.g. the E. coli experiments only assayed one phenotype, growth rate.
Other experiments on Hsp90 in Drosophila and Arabidopsis thaliana have indicated greater
congruence. Thus, the question of congruence needs to be addressed on a case-by-case basis,
and a large number of phenotypes must be studied, ideally using high-throughput
measurements [10], to provide a comprehensive picture of the extent to which congruence
exists.

Cooperativity can increase congruence
A simple addition to the toy model will render the network both more homeostatic (faster return
to equilibrium) and more robust to genetic variation, thus providing greater congruence:
sigmoidal response curves. As in the familiar example of oxygen binding to hemoglobin,
cooperativity and other mechanisms can produce sigmoidal response curves, characterized by
a sharp threshold between unbound and saturated states [33]. Cooperativity can be modeled in
the simple network by introducing a Hill function so that repression occurs at rate rRm/(Rm +
θm) rather than rate rR. With more cooperativity (a higher Hill coefficient, m), differences in
r produce smaller differences in the equilibrium concentration of R (Figure 1). That is, the
effects of genetic variation on the output are dampened by the existence of a threshold. Note,
however, that although cooperative responses create significant robustness on either side of a
threshold, they also magnify the effects of perturbations that cause that threshold to be crossed
(Figure 2).

Regulatory buffering provides congruent robustness to many perturbations
In addition to stochastic fluctuations in the state of a system, it is important to consider
environmental variables that are external to the system. For example, virtually all organisms
experience changes in external temperature. Temperature changes perturb all components of
a regulatory system. Increased temperature has two primary effects. Firstly, all rate constants
increase. If these increases were proportional, then the timescale of stochastic fluctuations
would decrease and hence robustness to intrinsic noise would increase. Proportionality is
unlikely, however, in light of entropic considerations. Increased temperature also favors free
transcription factors over those bound to DNA, and free subunits over cooperative multi-
subunit structures. The net effect is complex but likely will include correlated changes in
activity of transcription factors that have similar binding specificities and similar requirements
for oligomerization. If transcription is primarily regulated through the presence vs. absence of
a single repressor or a single activator, it will be very sensitive to changes in temperature. If,
however, transcription always represents a balance between competing activation and
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repression reactions, then temperature could have a more proportionate effect on both these
reactions. In this case, the system will be more robust to changes in temperature.

We call this balance “regulatory buffering”. Just as the pH of a buffer solution changes very
little when acid or base is added, because significant concentrations of both are already present,
the same principle can apply to activating and repressing factors. Examples of regulatory
buffering can be identified as cases in which knockout of a critical activtaor can be at least
partially rescued by knockout of a repressor [34]. Note that in biology, “to buffer” is often used
as synonymous for “to increase robustness”. Our usage here is more specific and aligns more
closely with the term’s original meaning in chemistry.

Regulatory buffering mechanisms are highly congruent, potentially providing robustness to
stochastic and genetic perturbations in addition to macroenvironmental factors such as
temperature. A prime example of regulatory buffering in a complex network is temperature
compensation of the circadian clock. The core oscillator tolerates major changes in both
temperature and total cellular transcriptional activity, and the mechanisms of robustness to
these changes appear to be linked [35]. Regulatory buffering is also observed at higher levels
of biological organization, such as the textbook example of balance between sympathetic and
parasympathetic nervous systems. As with cooperativity, buffering suppresses variation only
within a certain range. Perturbations that exceed the range over which a system is buffered can
cause extreme changes in phenotype (Figure 2).

Graded vs. switch-like responses
Most environmental perturbations will cause less-global effects than changes in temperature.
Consider a case in which a nutrient’s concentration N is the relevant environmental variable.
Assume that maximal transcription c is now proportional to N rather than constant. Now
different values of N give rise to different equilibrium values of R, although this effect will be
mitigated to some extent if repression is cooperative. This is known as a graded response, with
low environmental robustness. By contrast, if the response to N is also cooperative and hence
sigmoidal (i.e., very low c up to a threshold value of N, then maximum c above the threshold),
then environmental robustness is high.

The degree to which signaling is graded vs. sigmoidal can itself be regulated. For example,
although the Saccharomyces cerevisiae mitogen-activated protein kinase (MAPK) cascade
responds to several signals with switch-like behavior, the response to mating pheromone is
graded. This difference apparently relies upon a single scaffold protein, Sterile 5 (Ste5), which
binds several kinases in the cascade [36]. Thus, congruence properties can differ dramatically
across superficially similar networks and superficially similar environmental variables.

Sigmoidal responses can be generated not only by cooperative multi-subunit complexes, but
also by thresholds or other non-linearities arising within complex networks. For example,
bistable loops yield sigmoidal responses via mutual repression by two regulators [37]. Such
switch-like networks should be highly sensitive to the magnitudes of input signals within a
very narrow range, but highly insensitive to the magnitudes of input signals outside this range
(Figure 2). Therefore many mutations that cause large changes in input signals might have little
or no phenotypic effect, so long as their effects fall outside the key range.

Robustness of more complex regulatory networks
One seemingly straightforward mechanism of robustness is simple redundancy in the form of
gene duplicates [38]. Compensation by a paralog need not be passive; indeed, upregulation of
a duplicate in response to loss of its paralog might be a fairly widespread mechanism of
robustness [39]. A prime recent example comes from the mammalian circadian clock network,
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in which knockdown of the products of the Cryptochrome 1 (Cry1), Rev-erb beta or Period 1
(Per1) genes leads to increased mRNA levels of their respective paralogs [13]. In addition, the
widespread nature of copy number polymorphism [40] suggests that there might be significant
genetic variation in the degree of redundancy-driven robustness.

Pathways can be redundant in more complex ways that need not involve gene duplicates [41,
42]. Characterization of relevant network features remains a field in rapid flux, but candidate
mechanisms for promoting robustness exist. At the local network topology level these
mechanisms include “motifs” such as negative feedback and feed-forward loops [43,44]. An
excellent recent example involves the microRNA miR-7, which is expressed during the
development of several sensory organs in Drosophila, but is dispensable under standard
laboratory conditions. miR-7 interacts with major signaling pathways in several feedback and
feed-forward loops. The organization of these loops is consistent with a role in dampening
fluctuations so that the pathways respond only to sustained signals. Confirmation of this notion
was obtained by raising miR-7 mutants under conditions of fluctuating temperature: whereas
wild-type flies are robust to this treatment, mutants display variable defects in specification of
sensory cell fates [45].

Global network topology features, including the extent to which a network is organized with
strong central hubs, might also affect robustness [46]; however a combination of topological
and dynamical properties likely will be more informative [47]. For example, the observation
that wild-type alleles of most genes tend to be dominant can be explained by the intrinsic
properties of flux through biochemical networks [48].

Clearly, many distinct mechanisms contribute to robustness, and each might have different
consequences for congruence. Future work must address the detailed mechanisms of robustness
and the perturbations to which each mechanism is robust, as well as which, if any, of these
mechanisms is most likely to have been the target of selection.

Perturbation approaches to studying robustness
Substantial difficulties arise when comparing robustness measures across different qualitative
and quantitative perturbations, let alone across different phenotypic traits. Nevertheless, some
kind of experimental perturbation analysis is critical to the study of robustness. Biological
entities whose perturbation reduces genetic and environmental robustness are referred to as
phenotypic capacitors and stabilizers, respectively (Box 1). A range of different perturbations
can reveal variation, including environmental changes [5–7,9] and outcrossing, as illustrated
by the ubiquity of transgressive segregation, in which progeny of hybrids show more extreme
phenotypes than either parental strain [49]. Mutation and epimutation are, however, the
perturbations most amenable to systematic analysis leading to mechanistic insight.

There are at least three approaches to using mutation-based phenotypic capacitors and
stabilizers to study robustness. One is an unbiased genome-wide screen for genetic
perturbations that affect the variance of a given trait, e.g. studies assaying cellular morphology
in S. cerevisiae gene-knockout strains [10,50]. Naturally occurring perturbations can also be
studied genome-wide by mapping quantitative trait loci (QTLs) that specify a particular
measure of robustness; this has been done in both S. cerevisiae [51,52] and A. thaliana [53,
54]. One limitation of QTL-based approaches is that they can only identify genes that contribute
to robustness if the parental strains have different alleles of those genes. With either genome-
wide approach, the trait(s) studied can be morphological [10,52,54], or physiological [31], or
can take the form of RNA and protein concentrations [49,51,53]. A unique property of a study
of robustness is the interest in the variance, rather than the mean, of the trait.
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A second approach is to focus on a well-characterized model developmental system under the
influence of a variety of perturbations. For example, the developmental lineage of the cells
comprising the vulva is invariant within and between nematode species of the genus
Caenorhabditis. Perturbation of C. elegans vulva development by mutation or major
environmental change revealed variation in the underlying Ras, Notch and Wnt signaling
pathways [55,56]. Compensatory interactions between the pathways might contribute to the
robust developmental phenotype [55,56].

Some well-studied developmental systems can be modeled sufficiently well so that a large
number of perturbations can be simulated in silico. The vulval network has been modeled in
this way [57], as have different levels of the segmentation hierarchy in Drosophila [58–60].
Such models can illuminate mechanisms of robustness, for example by showing that robustness
of the segment polarity network can be explained largely by positive feedback of gene products
on their own expression [59]. New methods of quantifying gene expression with high precision
[61], or indeed at the level of individual mRNA molecules [62], promise to bring empirical
studies to the level of quantitative detail that has until now been only accessible through
simulation, and thereby to bridge the gap between modeling and experiment.

The third complementary approach is to focus on a single well-characterized perturbation and
the variety of developmental systems that it affects. Examples include perturbation of
translation termination by the yeast prion [PSI+] [63–65] (Box 3), and the heat shock protein
Hsp90, which affects a stunning variety of developmental processes [8,66].

Box 3

Evolution of [PSI+]-mediated evolvability

The yeast prion [PSI+] is a well-characterized model system for the possible evolution of
capacitance-driven evolvability. The presence of [PSI+] causes elevated rates of stop codon
readthrough, revealing cryptic genetic variation both directly from the translation of 3′UTRs
(untranslated regions) and indirectly from events further downstream [65,85,86].

Although [PSI+] is rarely found in wild yeast strains, the capacity to produce it has been
conserved over long periods of evolution [87]. No candidate function other than evolvability
is currently able to explain its long-term evolutionary persistence, and a variety of mutations
can eliminate it in the short-term with no apparent ill effects [88]. [PSI+] will sometimes
promote faster growth [65] and adaptation [63] in the lab in a manner that depends on the
genetic background. Mathematical models using realistic parameters are compatible with
natural selection for evolvability driving the origin [64] and maintenance [77,80,89,90] of
the ability to form [PSI+].

[PSI+] is particularly attractive as a model system as its mechanism of action can be analyzed
at the molecular level. 3′UTR sequences are amenable to bioinformatic analysis. One such
analysis is consistent with [PSI+]-mediated adaptation events in the wild [91], in which in-
frame 3′UTR sequences have been incorporated into coding regions at a higher rate than
expected from mutational bias or than observed in other species.

Which gene products make potent phenotypic capacitors and stabilizers?
Do capacitors or stabilizers share particular properties, or do they constitute an eclectic set of
unrelated factors, discovered only by serendipity or systematic screening? In other words, are
some types of perturbations expected to reveal more variation? For example, effectors of
protein quality control, such as [PSI+] and Hsp90, are expected to act as phenotypic capacitors
[67].
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Regulatory network components might also be particularly prone to act as capacitors, with
nearly all such knockouts revealing variation in computationally simulated networks [68]. The
identification of which genes are critical for robustness might therefore shed light on the
molecular biology of the regulatory process. S. cerevisiae genes whose knockouts yield the
most phenotypic variation are enriched for those involved in mRNA production, protein
modification and chromatin modification [10], thus lending support to the idea that stabilizers
are enriched for regulators, and providing an overview of the relevant regulatory mechanisms.
A similar study in another eukaryote might be expected to identify RNAi-related factors (as
S. cerevisiae lacks the RNAi system).

Any mutation that decreases cooperativity will convert a threshold response into a more graded
one, thus allowing previously cryptic variation to have phenotypic consequences. One example
of this effect might be reducing the propensity of a transcription factor to affect local chromatin
structure and hence cooperatively recruit other factors. Even a self-repressor with highly
cooperative activity can produce a graded output if its activity is controlled by a titratable factor,
such as a small-molecule inhibitor, as negative feedback will stabilize the expression of the
repressor at levels near the midpoint of its sigmoidal activity [69]. If regulatory factors tend to
have high cooperativity due to their role in switches, then the tendency for congruence and an
enrichment of regulatory factors as strong capacitors could be further accentuated.

Some regulatory genes are “hubs”, interacting with a large number of other genes. Regulatory
hubs, by virtue of the sheer number of their pleiotropic effects, might be expected to be
important for robustness [70]. Indeed, phenotypic stabilizers in S. cerevisiae tend to be highly
connected in networks of protein interaction and genetic interaction [10]. However, a study of
random vs. hub gene disruptions in E. coli found that hub genes were significantly more likely
than random genes to contribute to environmental robustness but less likely to contribute to
mutational robustness [31]. It will be important to determine whether this lack of congruence
for hubs is seen in other systems.

Evolutionary consequences of robustness
Whatever its mechanistic cause or its evolutionary origin, robustness can have profound
evolutionary consequences. When mutations have little effect in a robust system, they
accumulate. Should robustness break down at some point in the future, this stock of genetic
variation will then be phenotypically revealed. The distribution of fitness effects of new
mutations is strongly bimodal [71]. One mode represents lethal mutations, which can never
contribute to future adaptations. The raw material of evolution must, by a process of
elimination, come from the second mode of mutations of smaller, typically slightly deleterious
effect. When a system is robust and mutational effects are masked, both types of mutation will
accumulate. Should they be revealed in the future, one lethal mutant is enough to poison an
individual’s entire stock of variation. However, when variation spends time in a partially
cryptic state, where mutations have low but non-zero penetrance, selection on partially cryptic
lethals can still be effective, while mutations of small effect become effectively neutral. This
shifts the ratio between these two categories of mutant alleles such that cryptic genetic variation
becomes enriched for potential adaptations through a process of pre-adaptation [72]. Cryptic
genetic variation might also be enriched for alleles adaptive at the spatial and temporal margins
of a population, which could represent possible future environments [73].

Robustness can also lead to pre-adaptation even in the absence of cryptic genetic variation
[74–76]. Low but appreciable levels of expression of cryptic genetic variation are closely
analogous to low but appreciable rates of errors in translation [76,77] and protein folding
[74]. The difference is that in the first case, pre-selection occurs after mutation but before full
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selection, whereas in the second, pre-selection occurs even before mutation, favoring
genotypes for which mutation is less likely to be lethal.

Either way, robustness leads to an increase in the probability that new heritable phenotypic
variation is adaptive, and therefore increases evolvability [72–75,78] (Box 3). This is especially
true for adaptations that involve more than a single mutation [72,76,77] (Box 4). Note, however,
that the extent to which cryptic genetic variation contributes to adaptation in wild populations
has not yet been empirically determined [79].

Box 4

Hopeful monsters

Evolutionary capacitance, whether evolved or intrinsic, reopens the idea, introduced by
Richard Goldschmidt, of “hopeful monsters” in evolution [92]. Goldschmidt was one of the
early proponents of the view that some differences between species reflected discontinuities
that could not be explained by the standard neodarwinian account of long-term, stepwise
fixation of alleles of small effect. Instead, Goldschmidt proposed that these “unbridgeable
gaps” between species resulted from mutations of large effect, such as homeotic mutations,
which transform one appendage type into another. Goldschmidt termed such mutants
“hopeful monsters”, evoking the possibility that, under the right circumstances, individuals
with extreme phenotypes could found new lineages.

A single capacitor mutation could have a large effect by phenotypically revealing a large
number of pre-existing variants, each of small effect. Adaptations mediated by a capacitor
often have a complex genetic basis involving multiple loci [9,93], and pre-adaptation of
cryptic genetic variation dramatically increases the probability that such combinations will
be adaptive [72]. This idea reconciles apparently contradictory views as to whether
adaptation always proceeds through a series of small changes, or whether “hopeful monster”
mutations of large effect could sometimes also be important. Large-effect mutations that
participate in adaptation might simply arise in genes encoding capacitors that normally
provide robustness to many small-effect mutations at other sites.

Any increase in evolvability is not necessarily a direct product of natural selection. An
alternative hypothesis simply states that robustness, limits to robustness that allow preselection,
and later breakdown of robustness through major genetic or environmental perturbation are all
intrinsic processes, and require no adaptive explanation.

However, some ways of breaking down robustness are more likely to lead to adaptation than
others, providing material for the evolution of evolvability. For example, a capacitor might be
regulated to switch between states that confer more or less robustness. If the rate of switching
is under genetic control, it is expected to evolve to an optimum rate equal to the probability
that switching will be adaptive [80]. Moreover, for adaptation to be effective, revealed
phenotypes must persist until selection has caused them to lose their dependence on the
revealing mechanism (genetic assimilation) [77,81], a persistence that can be facilitated
through the evolution of epigenetic inheritance systems. The yeast prion [PSI+] is a candidate
for a capacitor that might have evolved to optimize its evolvability properties (Box 3).

Concluding remarks
It is impossible to understand whole biological systems without understanding their robustness.
We are starting to understand the mechanisms of robustness at the biochemical, cellular
network and multicellular developmental levels. Each of these mechanisms might have a
different evolutionary origin, being either an adaptation to a particular form of commonly
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experienced perturbation, or an intrinsic property of a system that generates a primary
phenotype. Each mechanism that provides robustness to one form of perturbation might also
provide congruent robustness to a set of different perturbations.

Perturbation approaches will be critical for probing the contribution of each mechanism to
observed robustness (Box of Questions). They are also critical for understanding the properties
of cryptic genetic variation, which, via phenotypic revelation by evolutionary capacitors, could
help explain the remarkable evolvability of biological systems.

Box of Questions

Several questions will drive future work to understand robustness mechanisms and
consequences. Answering these questions is likely to involve the use of perturbation
approaches and a union of theoretical, experimental and bioinformatic approaches.

• What gene products are phenotypic stabilizers and capacitors?

Use genome-wide screens to identify gene products whose perturbation causes
greater phenotypic variation.

• How much mechanistic congruence is there between robustness to different
sources of perturbation?

Assay a large number of stabilizers and capacitors across a range of environments
and genetic backgrounds.

• Which network features confer robustness to which perturbations?

Subject well-characterized regulatory and developmental networks to large
numbers of perturbations, and assay variation in all network components and in
ultimate phenotypes.

• When is genetic variation pre-adapted?

Different approaches may be needed for different categories of variation and their
phenotypic expression. In all cases, model evolution mathematically under
circumstances under which low levels of expression are expected. Low levels of
pre-adapting expression can result from errors in transcription, translation and
protein folding, as well as rare combinations of segregating alleles that
occasionally exceed a threshold. The extent of this expression may vary
systematically, e.g. with temperature or codon usage, allowing model predictions
to be compared to data with known patterns in the extent of expression. When a
newly adaptive phenotypic variant is identified, assay its previous level of
penetrance.

• How does pre-adapted variation alter population-genetic and quantitative-genetic
inference based on experimental data?

Develop methods for incorporating pre-adapted variation into population-genetic
and quantitative models, and generate predictions and tests for its effects.

• To what extent does pre-adapted variation, including newly released cryptic
genetic variation, contribute to adaptation?

Finding an answer to this key empirical question is likely to involve a variety of
approaches and to depend on further progress on the questions above.
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Glossary
Canalization 

Evolved robustness of the final outcome to perturbations occurring during a
developmental process. The system need not return to its pre-perturbation state,
but instead returns to the same developmental trajectory

Cooperativity 
A requirement for multiple subunits or multiple events for activity. This leads to
sigmoidal rather than graded responses to a signal

Cryptic genetic variation 
Mutations to whose effects a system is normally robust, so that selection does
not prevent their accumulation through random drift. Following a major
perturbation, a system might lose its robustness so that the phenotypic effects of
cryptic genetic variation are revealed

Evolutionary capacitor 
A phenotypic capacitor (see below) that, by revealing cryptic genetic variation,
contributes to evolvability

Evolvability  
Used in this paper to mean “the capacity to generate heritable phenotypic
variation that could be adaptive in some contexts” [64]. For a systematic
discussion of alternative definitions, see [82]

Homeostasis 
Robustness to a perturbation in the state of a system, such that it returns to its
previous state

Kinetic proofreading 
Requirement for multiple sequential steps, with an overall error occurring only
when every step contains an error. Kinetic proofreading is critical for replication,
transcription and translation

Redundancy 
Robustness arising from two interchangeable copies of a functional unit such as
a gene, such that one compensates for deletion of the other

Regulatory buffering 
A balance between simultaneous and opposing activation and repression, leading
to greater robustness to changes in either

Robustness  
The property of a system to produce relatively invariant output in the presence
of perturbation. Sometimes “robustness” is used interchangeably with
“canalization” and “buffering”, but see definitions of these more specialized
terms in this Glossary

Phenotypic capacitor 
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A unit whose mutation or epigenetic switching serves as a major perturbation,
resulting in the reduction of genetic robustness, and thus an increase in heritable
phenotypic variation

Phenotypic stabilizer 
A unit whose mutation or epigenetic switching serves as a major perturbation,
resulting in the reduction of robustness to non-genetic sources of variation. Note
that if congruence is widespread, most phenotypic stabilizers will also be
phenotypic capacitors
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Figure 1.
Robustness properties of a simple negative autoregulatory feedback loop. (a) A transcriptional
repressor protein (orange) inhibits its own production by binding the cis-regulatory region
(gray) of the gene that produces it (orange rectangle with promoter indicated by hollow arrow).
The repressor counteracts the activity of an activator protein (blue), which binds to the same
region and is present at constant concentration A. The repressor concentration, R, is determined
by the regulatory circuit, which includes the negative feedback with repression constant r and
degradation of the protein at rate d. In this simple example, we assume no post-transcriptional
regulation and instantaneous transcription and translation. Each bound molecule of the
repressor acts independently to counteract the activator. (b) A modification of the circuit in (a)
is shown, in which repressor molecules act cooperatively. Without cooperativity the rate of
change of R is a linear function of R (c). With cooperativity the rate of change of R is a non-
linear function of R with a sigmoidal repression term, r f(R) (d). In the two cases there is the
same stable equilibrium value of R, Req, at which the concentration of the repressor does not
change. That is, both cases are robust to fluctuations in R. Req is a decreasing function of r.
Without cooperativity, changes in r correspond to relatively large changes in Req (e). If we
consider r to be genetically determined, e.g. by amino acids that determine the affinity of the
repressor for its cognate DNA site, then this circuit is not robust to genetic variation. With
increasing cooperativity, represented by increasing values of the Hill coefficient m, changes
in r correspond to smaller changes in Req (f). This circuit is then more robust to genetic
variation.
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Figure 2.
Robustness properties of graded and sigmoidal relationships between the concentration of a
factor and its effect. (a) With a graded response, the effect of a factor, R, is not robust to
perturbations in its concentration; perturbations of the same magnitude have effects of the same
magnitude, across the range of concentrations of R (as shown in orange and blue). (b) With a
sigmoidal, switch-like response, the effect is highly robust in some regions (blue), but has
catastrophic loss of robustness in others (orange).
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