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In order to predict accurately the chemical shift of NMR-active nuclei in solid phase systems,
magnetic shielding calculations must be capable of considering the complete lattice structure. Here
we assess the accuracy of the density functional theory gauge-including projector augmented wave
method, which uses pseudopotentials to approximate the nodal structure of the core electrons, to
determine the magnetic properties of crystals by predicting the full chemical-shift tensors of all '*C
nuclides in 14 organic single crystals from which experimental tensors have previously been
reported. Plane-wave methods use periodic boundary conditions to incorporate the lattice structure,
providing a substantial improvement for modeling the chemical shifts in hydrogen-bonded systems.
Principal tensor components can now be predicted to an accuracy that approaches the typical
experimental uncertainty. Moreover, methods that include the full solid-phase structure enable
geometry optimizations to be performed on the input structures prior to calculation of the shielding.
Improvement after optimization is noted here even when neutron diffraction data are used for
determining the initial structures. After geometry optimization, the isotropic shift can be predicted

to within 1 ppm. © 2009 American Institute of Physics. [doi:10.1063/1.3225270]

I. INTRODUCTION

The prediction of magnetic properties by electronic
structure methods provides valuable information to NMR
spectroscopists.1 Calculations of the chemical shift allow for
the interpretation of spectral data in terms of structural pa-
rameters while assisting in spectral peak assignments. More-
over, theory and computation together play vital roles in the
growing field of NMR crystallography.2 There is consistent
evidence that in order to properly investigate condensed
phase properties, a periodic crystal structure must be em-
ployed. Numerous approximate methods, which are re-
viewed in Ref. 3, have been used previously,3 but only re-
cently have methods been developed to perform NMR
calculations using periodic boundary conditions.*” It has
been shown®™® that comparing calculated shielding and ex-
perimental shift tensors from single-crystal measurements
provides the most stringent test of theoretical and computa-
tional approaches. Moreover, the crystal tensor data allow
exploration of lattice effects, a topic that has not previously
been explored with both complete chemical-shift tensors and
accurate shielding calculations that incorporate periodic
boundary conditions. Here, we demonstrate the ability of the
gauge-including projector augmented wave (GIPAW)
method” to accurately calculate the chemical-shift tensors of
BC nuclides located at all carbon atom positions in 14 or-
ganic single crystals.
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Compared to all-electron correlated methods, the use of
density functional theory (DFT) is relatively inexpensive
with regard to computational resources and, in principle, ac-
counts for electron correlation. Consequently DFT has be-
come the electronic structure method of choice for NMR
shielding calculations in large molecules.” Results from DFT
methods using all-electron wave functions to determine the
magnetic properties via the gauge including atomic orbital
(GIAO) method'’ are commonly reported in the literature.
The newer GIPAW method of Pickard and Mauri® overcomes
the challenge of gauge invariance in plane waves by the ad-
dition of a field-dependent phase factor to the projector op-
erator, enabling computationally efficient NMR simulations
from periodic crystal structures. This approach was proven
very effective in accounting for intermolecular interactions
and solid-phase distortions. ”

An experimental data set of '*C chemical-shift tensors
from all carbon atom locations in 14 organic single
crystalslzf19 has been compiled by Grant and co-worker; due
to the high precision of these measurements, this data set is
of great value for testing theoretical and computational
approaches.ﬁf8 Typically, new methodologies to predict the
chemical shift focus on collections of shifts from small gas
phase molecules.”’ These gas-phase databases provide a di-
versity of local environments to predict accurate *C isotro-
pic shift values where rotational and vibrational effects have
been accounted for and include molecules with known elec-
tron correlation issues. While these databases are advanta-
geous in these studies, the single-crystal database examined
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here offers additional benefits. The complete '*C chemical-
shift tensor has been measured to a precision of 0.5 ppm or
better for these molecules, and the 102 carbon atoms within
these molecules supply 612 '3C tensor elements. These ele-
ments span a range of over 240 ppm, thus providing the
quantity and quality of data necessary for a statistically sig-
nificant set of regression parameters. In addition, these tensor
data enable the assessment of the theory spatially. Since the
orientational information of the tensor is mappable onto the
molecular axis system, the discrepancies in the agreement
that are decomposed into the tensor components identify the
location of inadequacies of the electronic method. These or-
ganic compounds are ideal for the study of crystalline effects
as their modest sizes lend themselves to modeling with suf-
ficient theory, and they also represent a diversity of chemical
bonding environments. The study of molecules in condensed
phases rather than as gaseous species, while more challeng-
ing, moves toward applications in areas of ever-expanding
scientific interest such as nanomaterials and solid-state (e.g.,
membrane bound) biomolecules.

The high sensitivity of the chemical shift renders it an
attractive parameter for the characterization of materials.
This sensitivity, however, requires that one take caution in
interpreting the shift. The same is true when assessing mod-
els to predict the shift. Electronic structure methods have
known limitations when predicting the magnetic shieldings.9
If one removes these systematic flaws, a powerful tool is
realized for the analysis of spectral data. The current state-
of-the-art for predicting chemical shifts, demonstrated here
by incorporating the lattice structure, is at 3.0 ppm for aro-
matic tensors and 1.9 ppm for carbohydrates. This level is
achieved only after removing the systematic flaws from the
theory, as demonstrated in this work.

Il. THEORY AND METHODS
A. Magnetic shielding and chemical shift tensors

Magnetic shielding refers to the physical phenomenon of
a secondary magnetic field being generated by the induced
motions of the electrons nearby to a nucleus when in the
presence of an applied magnetic field. The degree to which
current density is created in a molecular system will depend
on the chemical bonding as well as the spatial arrangement
of nuclei. Because the induced current density will generally
have an orientational dependence, the magnetic shielding is a
tensor quantity. Formally, the shielding tensor is defined as
the second derivative of the energy with respect to the exter-
nal field B and the magnetic moment of the nucleus w,

PE
g;i= S
J (?Blﬁﬂj

(1)

where i and j are components of the field and moment vec-
tors. There exist nine tensor elements, in principle. However,
only the six symmetric elements are observable in the NMR
spectrum. The three antisymmetric elements contribute to the
second order response in NMR, i.e., spin relaxation of the
nuclei.?' Electronic structure calculations naturally predict
all nine tensor elements. When comparing to experimental
values, one must consider only the symmetric part obtained
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by averaging the two off-diagonal elements, o;; and oy, in
the 3 X 3 Cartesian matrix of the shielding tensor. For brevity
here, the complete tensor refers to the six observable sym-
metric tensor elements. It is more convenient, when compar-
ing two complete tensors, to use the icosahedral representa-
tion of the shielding tensor.”” In this basis, the tensor matrix
is diagonal allowing one to compress the two indices into
one. The six icosahedral shielding tensor components are
represented by o; where j ranges from 1 to 6. The conversion
of the symmetric Cartesian tensor to the icosahedral repre-
sentation is described elsewhere.”

In practice, one measures the shielding by observing the
change in the resonance with respect to a reference com-
pound, producing the well-known ‘“chemical shift” scale.
The symmetric magnetic shielding component o; is related
to the corresponding chemical shift tensor component &; by

0;== 15] + Oref> ()

where the proportionality constant is —1 and o, is the mag-
netic shielding of the reference compound. The shift-to-
shielding conversion can be challenging for two reasons: The
proportionality constant can deviate significantly from —1,
and difficulties in the measurement of the shift in a bare
nucleus prevent accurate prediction of shielding of the refer-
ence nucleus. An estimate of the '*C shielding of tetrameth-
ylsilane (TMS), 188 ppm, can be obtained from spin rota-
tional measurements of carbon monoxide.” Both the
proportionality constant and the shielding value of TMS are
left as fitting parameters obtained from a linear regression
analysis. The best estimate of the shielding from the chemi-
cal shifts is

6= 1S+ G (3)

The accuracy of the results can be assessed by the deviation
of the least-squares regression parameters from their ideal
value and by the root-mean-square deviation (RMSD)

c A2

RMSD =
df

between the calculated shielding o¢ and the best estimate of
the shielding . The degrees of freedom (df) is the number of
tensor elements minus 2. It may prove useful to consider the
RMSD for predicting the isotropic shift without accounting
for deviations of the regression parameters from their ideal
values. The predicted isotropic shift

S0 = — i, + 188 ppm (5)

180 =
will provide a measure of RMSD;, given by
Ej(éf;o._ (Sisoj)z
df ’

where 9, is the isotropic shift determined from the experi-
mental tensor,

RMSD,, = (6)

1
Bro= ¢ 2. 5, ()
J

and &; is the jth tensor element in the isocosahedral repre-
sentation.
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B. Calculation of NMR shifts by DFT

DFT is an attractive approach for predicting NMR shifts
due to its relatively low scaling with regard to computational
costs with the size of the molecule. While electron-correlated
methods can scale to the seventh power, DFT scales with
roughly the square of the number of electrons.”* Recent DFT
implementations even scale linearly with the number of at-
oms, but so far are not able to compute chemical shifts.?’ In
the presence of a vector potential (e.g., a magnetic field),
gauge invariance demands that the current density derived
from the wave functions be conserved with respect to the
selection of the vector origin. For calculations performed
with an incomplete basis set, this gauge origin problem must
be addressed. The GIAO method, which exploits London’s
gauge invariant atomic orbitals, was proven to be robust
when considering a small finite basis set. The GIAO method
has been reviewed by Pulay and Hinton.?

Most ab initio predictions of NMR chemical shifts have
focused on obtaining accurate results for isolated molecules.
When considering solid-state systems, however, such calcu-
lations ignore the effects of the crystal environment which
can affect the shielding parameters.27 This may be partially
overcome through the use of large molecular clusters, but in
many cases the computed chemical shifts converge poorly
with cluster size.”® Calculations performed on a true periodic
system, i.e., one that includes translation symmetry, over-
come this limitation. In the approach employed in the
CASTEP progratm,29 the basis consists of plane waves, which
are more appropriate for modeling infinitely periodic sys-
tems. The wave function must be periodic with respect to
translations along the lattice vectors R, hence,

W(r) = *RY(r). (8)

The one-particle wave functions expanded in a basis of plane
waves become

¢i(r) = X, Cige'®R. 9)

This approach leads to a simplified expression for the
Kohn—Sham equations in which the kinetic energy term is
diagonal, and the various potentials (electron-ion, Hartree,
exchange correlation) can be computed in terms of their
Fourier transforms. Pseudopotentials replace core electrons,
thereby significantly decreasing the computational effort.
These simplifications make the method computationally effi-
cient for studying problems with a large number of atoms.

While effective, the use of pseudopotentials introduces a
complication when modeling NMR parameters: A reasonable
valence wave function near the nucleus is lacking, although
such a wave function is essential for computing accurate
results.!" The all-electron wave function can, fortunately, be
reconstructed using the projector augmented wave (PAW)
method.” Pickard and Mauri® introduced an extension of
PAW referred to as the GIPAW approach. The Hamiltonian
constructed using GIPAW includes the required translational
invariance in the presence of a magnetic field and is suitable
for computing NMR shifts in a crystal.

A uniform external magnetic field B applied to a sample
induces an electric current. In an insulating, nonmagnetic
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material, only the orbital motion of the electrons contributes
to this current. In addition, for the field strengths typically
used in NMR experiments, the induced electric current is
proportional to the external field B. This first-order induced
current j)(r) produces a nonuniform magnetic field,
1 r-r’
B{(r) = -f &rie)— 5. (10)
c Ir—r’|
The chemical shift tensor o connects the first-order induced
magnetic field and the applied field

B\ =—-¢B. (11)

To compute the chemical shift tensor, the GIPAW method
first obtains j)(r) by perturbation theory and then evaluates
the first-order induced field B'"). From those quantities it is
simple to compute the tensor o. The method has been ap-
plied successfully to a number of molecular organic crystals
and metal oxide systems, and these results were recently
reviewed.'' The present work is intended to provide a sys-
tematic and quantitative comparison between results ob-
tained on crystals and those obtained from isolated mol-
ecules.

C. Molecular systems

The crystal structures for the 14 molecules in the data-
base considered here are accurately known from neutron dif-
fraction data, and our calculations initially utilize these dif-
fraction structures. Since the structures reflect the crystalline
geometry, the solid-phase molecular structure has already
been taken into account. The 14 crystals consist of two dis-
tinctly different classes of molecules, which fall into the gen-
eral chemical classes of aromatic molecules and carbohy-
drates. Within this set there are 37 sp* carbon tensors from
the aromatic molecules and the 65 oxygenated sp’
carbon tensors (i.e., representing alcohol, ether, methoxy,
acetal, ketal, or hemiacetal carbons) from the
carbohydrate molecules. The organic crystals correspond
to the compounds naphthalene,lz’31 acenaphthene
(both  crystallographic ~ forms),'**  triphenylene,'**
sucrose, > methyl a-D-galactopyranoside
monohydrate, methyl B-D-galactopyranoside, 1635
methyl a-D-mannopyranoside, methyl
a-D-glucopyranoside,16’36 methyl B—D—xylopyranoside,16’37
methyl-D-fructopyranose, 73 a—L-xylopyranose
monohydrate,”’39 a-L-rhamnose monohydr:clte,lg’40 and
pentaerythritol.lg’41 All coordinates for the atoms within
these molecules were obtained from the Cambridge Crystal-
lographic Database.

16,35

D. Functionals

Several DFT computational approaches, including calcu-
lations with and without periodic boundary conditions, were
employed here. The GIAO method performed here used only
isolated molecules in their experimentally determined crystal
geometry. These calculations, therefore, exclude the direct
effect of the intermolecular current density and charge dis-
tortions to the wave functions of the isolated molecule due to
the lattice. GIPAW calculations with the Perdew-Burke-
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Ernzerhof (PBE) (Ref. 43) exchange-correlation functional
utilize the full lattice structures with periodic boundary con-
ditions. Such calculations completely model the solid-phase
structure, with the exception of temperature considerations
and lattice motion."' The GIPAW calculations were also per-
formed with DFT-optimized structures, allowing the explo-
ration of structure refinement.

We have also included for comparison GIAO calcula-
tions on isolated molecules using B3LYP,44 PBEl,45 and
KT3 (Ref. 46) functionals. While it is known that a signifi-
cantly large basis set is required for accurate shielding
calculations,” the effect of finite basis is compensated for by
the regression parameters and good agreement can be
achieved with a modest basis.” In this case, we used
6-31G(d) for the GIAO calculations, which previously pro-
vided good agreement with experiment. Basis sets as large as
6-311G(d,p) showed no further improvement in terms of
RMSD. However, the 6-311G(d, p) basis in conjunction with
PBEI reproduces the ideal regression parameters.

E. Computational details

For isolated molecules, the GIAO method*® was used for
NMR shielding tensor calculations. Each calculation, con-
ducted on a metacluster, was allocated up to 4 Gbytes of
memory and the equivalent of 200 h of CPU time on a 1
GHz processor. Magnetic shielding calculations were per-
formed using the GAUSSIANO3 quantum mechanical software
package® using the B3LYP* PBEPBE (PBE),” and
PBEIPBE (PBE1) (Ref. 45) functionals with the 6-31G(d)
and 6-311G(d, p) basis sets. The DALTON quantum mechani-
cal software package50 was used for calculations utilizing the
KT1, KT2, and KT3 (Ref. 46) functionals with the 6-31G",
6-311G™", and 6-31G(3df,3pd) basis sets. All Gaussian re-
sults are stored in databases as part of the ChemySeer system
at Penn State University and are freely available to the
research community. The ChemySeer system (http://
chemxseer.ist.psu.edu) is a digital library and search engine
for researchers in chemistry that integrates the scientific lit-
erature with experimental, analytical, and simulation data
sets.

The GIPAW calculations were performed on a Dell Pow-
eredge 1900 server with dual Xenon Quad-core processors
and 8 Gbytes of random access memory. The GIPAW results
were obtained using software programs from Accelrys Soft-
ware, Inc.’! DFT calculations were performed with the
CASTEP prograrn,29 and graphical displays generated with
MATERIALS STUDIO 4.2. The full lattice structure was consid-
ered for all GIPAW calculations. The PBE functional was
employed along with ultrasoft pseudopotentials. The so-
called “fine” level was selected for the CASTEP parameters.
No further improvement was observed at the “ultrafine” level
when tested on two compounds (acenaphthene and sucrose).
The fine level uses plane wave cutoff energies of 350 eV for
hydrocarbons and 550 eV if O is present. The corresponding
values for the ultrafine setting are 390 and 610 eV. A k-point
spacing of 0.04 1/A is used in both cases. Geometry optimi-
zations were performed until the maximum Cartesian force
was less than 0.05 eV/A on all atoms. All atom positions
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13¢C shielding surface of
C> in methyl-a-D-
glucopyranoside lattice

FIG. 1. The current density isosurface is shown for the lattice structure of
methyl-D-glucopyranoside when the magnetic field is perpendicular to the
plane of the paper. Carbon and oxygen are represented as black and magenta
spheres, respectively. Hydrogen atoms are not shown in the image. The
shielding contribution of the current density (isosurface set to 4 X 107 in
GAUSSVIEW) to the C, nucleus is color mapped onto the isosurface. The
magnitude of the shielding is indicated by color (blue deshielding and red
shielding), which ranges from —0.05 to 0.05 ppm. While the intramolecular
contributions dominate, it is visually evident that the oxygen atoms on
neighboring molecules play a non-negligible role to the overall shielding.

were optimized, but unit cell parameters were not included in
the optimizations.

The least-squares regression, shielding distance calcula-
tions, and the statistical analyses of the data were performed
using programs written in the framework of the MathWorks
MATLAB software package.52 The isosurface shown in Fig. 1
was created using GAUSSIANO3 and GAUSSVIEW software with
calculations utilizing the B3LYP /3-21G model chemistry.

lll. DISCUSSION AND RESULTS

The solid-state crystal structure plays a significant role in
the overall '>C chemical shift of organic materials.” The in-
fluence of the lattice structure on magnetic shielding of a
molecule can be ascribed as a direct effect of the lattice
forces (i.e., electrostatic, hydrogen bonding, or magnetic ef-
fects) or an indirect effect as these forces distort the structure
of the molecule. Since the chemical shift is dominated by
local electronic structure, the subtle structural differences be-
tween condensed phase and isolated gas-phase molecules can
be important. The lattice structure, therefore, must be in-
cluded when performing geometry optimizations in order to
obtain accurate agreement between measured shifts and cal-
culated shieldings.

The lattice structure must also be included to correctly
model the spatial charge distribution of the system to ensure
the proper form of the wave function. The size of the distor-
tion between gas phase and crystalline phases will depend on
the type of intermolecular interactions dominant in the sys-
tem. While this distortion may be modest for covalent sys-
tems, hydrogen bonding can cause significant perturbations.
Induced current density on neighboring molecules can also
directly contribute to the overall shift of the resonance fre-
quency of the nucleus.> Although the chemical shift is domi-
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nated by current density in the vicinity of the nucleus, the
intermolecular contribution can be measurable, which is sig-
nificant when exploring crystallographic distortions or at-
tempting to differentiate the sources of two spectral peaks
separated by a few ppm. It can be expected that the impor-
tance of the intermolecular shielding will increase with the
number of intermolecular atomic contacts that are smaller
than the sum of the van der Waals radii. The presence of
nearby atoms with a large electron density, such as oxygen,
can further contribute to intermolecular shielding.

A. Magnetic shielding surface

Qualitatively, the magnitude of this intermolecular
shielding contribution can be visually displayed on an isos-
urface of the magnetic current density in the solid system.
The current density isosurface can be color mapped by the
corresponding shielding it contributes to a particular nucleus.
For example, consider the lattice structure of methyl-«
D-glucopyranoside, as shown in Fig. 1. In this example, the
nucleus selected for color mapping is the C, atom of the
center molecule. Here, the magnetic field is selected to be
perpendicular to the plane of the figure. The shape of the
image represents the current density and the intensity indi-
cates the degree of shielding that the current density contrib-
utes to the nucleus. The color describes the relative sign of
the shielding, where blue represents deshielding and red cor-
responds to shielding. The level of theory used for this image
(B3LYP/3-21G) suffices for qualitative purposes. It is appar-
ent from the image that for this example significant contri-
butions to the overall shielding arise from neighboring oxy-
gen atoms. While the intramolecular contributions dominate,
oxygen atoms on neighboring molecules play a non-
negligible role to the overall shielding.

B. Shielding and shift correlation

Linear least-squares regression is used to determine sta-
tistically the best relationship between the theory and experi-
mental data; the proportionality constant and the shielding of
the reference molecule (intercept of the fit) are the regression
parameters. By fitting for the intercept, further uncertainties
associated with the shielding of the reference molecule are
avoided. The linear correlation between the '*C magnetic
shielding and chemical shift tensors for all 14 organic com-
pounds is shown in Fig. 2, where the marked improvement
of GIPAW calculations is apparent. The GIAO results using
PBE1/6-311G(d,p) are shown in Fig. 2(a), while the PBE/
Fine results utilizing GIPAW are displayed in Fig. 2(b). The
regression parameters, RMSD, slope, and intercept for the
shielding-shift correlation for these calculations are reported
in Table I. The GIAO method using PBE1/6-311G(d,p)
nearly reproduces the ideal correlation with a slope of
—1.023 and an absolute shielding for the reference TMS of
188.2 ppm. The plot scatter (RMSD) of 3.7 ppm demon-
strates the accuracy of the theory to predict shieldings. This
is less than 2% of the full shift range of 240 ppm. It is clear
from Fig. 2 that DFT methods using plane waves are at the
same level of excellence as all electron wave function
approaches.
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(a) GIAO Shielding of Organic Single Crystals
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FIG. 2. The linear correlation between the '*C magnetic shielding and
chemical shift tensors is plotted for all 14 organic compounds using the (a)
GIAO PBE1/6-311G(d,p) method and (b) the lattice-including GIPAW
PBE/Fine method. The atomic positions in the lattice are further refined for
the GIPAW method while the geometries for the calculations were taken
from neutron diffraction data without modification for the GIAO method.
Color distinguishes the tensors associated with the carbohydrate molecules
(red) and the aromatic molecules (blue). The plot scatter (RMSD) is reduced
when including the lattice for GIPAW. Unexpectedly, the carbohydrate mol-
ecules follow a separate trend line from the aromatic molecules, which is
clearly revealed by the structure of the residuals in (b).

The improvement in the model that is made by including
the periodic boundary conditions, however, is not apparent
when both the aromatic and carbohydrate tensors are consid-
ered together. Close examination of Fig. 2 reveals structure
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TABLE I. RMSD and regression parameters for shielding-shift correlation.

J. Chem. Phys. 131, 144503 (2009)

Carbohydrates Aromatic
Theory RMSD* Slope” Orus © RMSD? Slope” Orms © RMSD? Slope” Orms ©
B3LYP/6-31G(d) 3.96 —0.924 186.1 3.44 —1.039 193.6 3.05 —0.920 187.2
PBE/6-31G(d) 4.80 —0.891 183.2 3.51 -1.072 194.9 2.98 —0.888 185.5
PBE1/6-31G(d) 3.56 —0.940 191.9 3.07 —1.041 198.7 3.57 —0.939 191.5
PBE1/6-311G(d, p) 3.73 —~1.023 188.2 3.55 —1.090 193.0 3.50 -1.010 186.6
KT3/6-31G(d) 5.15 —-0.826 182.7 3.31 —1.032 195.8 2.85 —0.831 186.5
KT3/6-311G(d,p) 5.23 —0.891 181.6 3.81 —1.080 193.8 3.62 —0.893 184.7
GIPAW PBE/Fine* 3.91 —1.034 174.5 2.59 —~1.163 182.4 3.04 —1.045 178.3
GIPAW PBE/Fine*® 3.77 —1.020 171.0 1.88 —1.139 177.9 3.05 —1.041 176.5

“The RMSD is reported in ppm.
b1 is expected for perfect agreement.

“Shielding of TMS chemical-shift reference (ppm). 188 ppm is expected for perfect agreement.

4See text for definition of “Fine” settings.

‘Geometry optimization performed on neutron diffraction atomic coordinates. Unit cell parameters held constant.

in the residuals of the correlation plot as the two types of
carbon hybridization, sp?> and sp?, of the aromatic and car-
bohydrate molecules display unique trends to the theory. The
tensor elements are color coded (red from carbohydrates and
blue from aromatic carbons) in Fig. 2, and a F-test differen-
tiates the two groups in the GIPAW case where the lattice
structure is included with the periodic boundary conditions.
A probability of less than 0.1% is returned from the F-test
for GIPAW for both the aromatic (F(610,210)=1.53,
p<.001) and carbohydrate tensors (F(610,388)=4.04,
p<.001), where the variances are obtained from squaring
the RMSD. Since these two tensor populations are statisti-
cally distinct, the two molecular groups will be addressed
separately in further discussions below. It is interesting to
note that while PBE1/6-311G(d,p) reproduces the ideal
parameters for the linear correlation, it is the only model
reported in Table I that does not differentiate the two
populations (p<<.001). The GIAO method using
PBE1/6-311G(d,p) returns probabilities greater than 10%
for the aromatic (F(610,210)=1.10,p=0.149) and carbohy-
drate tensors (F(610,388)=1.14,p=0.135).

C. Inclusion of the lattice structure

The values obtained using the GIPAW method (bottom
of Table I) are consistent with the GIAO results in terms of
the RMSD, thereby confirming that the use of the pseudopo-
tential plane wave approach provides for efficient and precise
calculations of the shielding in solid-phase structures. Not
surprisingly, performing calculations utilizing crystal (rather
than gas phase) structures improves the shielding-shift
model. For the carbohydrate tensors where hydrogen bond-
ing is present, a significant number of intermolecular con-
tacts that are shorter than the sum of the van der Waals radii
exist. The number of short contacts for these carbohydrate
crystals ranges from 6 to 66, but on average the carbohydrate
crystals have 40 short contacts. A significant decrease in the
RMSD (2.59 ppm) is observed by applying the GIPAW
method. The RMSD improvement is visually evident in the

plot of the shielding-shift correlation shown in Fig. 2(b) and
demonstrates that the models excluding the lattice structure
for a hydrogen-bonded network are less accurate.

For the aromatic tensors studied here, the lattice struc-
ture plays less of a crucial role, as we note that improvement
in the RMSD is less dramatic when the lattice structure is
included. The geometry of these molecules already corre-
sponds to the correct crystal structure. A decrease in scatter
would signify the importance of intermolecular shielding and
wave function distortions, which is not significant for these
systems since these crystals have only 610 intermolecular
contacts that are shorter than the sum of the van der Waals
radii. With the exception of one aromatic molecule (acenaph-
thene), the lattice structures take on a herringbone configu-
ration; thus, the m-stacking effects are reduced as well.
While several of the GIAO calculations result in an RMSD
below 3 ppm, they have significant deviations from the ideal
slope of —1. The PBE1/6-311G(d, p) calculations deliver an
improved slope but a greater RMSD. By contrast, the GI-
PAW calculations provide a slope closer to ideal (—1.04) as
well as a fairly low RMSD (3.05), and so may offer the best
compromise.

The improvement in the fit with the use of GIPAW en-
ables a thorough analysis of the numerical values within the
single-crystal data set. When the lattice structure is included,
the individual RMSD from many molecules fell to within
three standard deviations of the estimated experimental un-
certainty of 0.5 ppm. Sucrose, for example, provides a
RMSD of 1.25 ppm when using GIPAW while values from
GIAO models exceeded 2 ppm. This high quality fit made
RMSD values above 3 ppm suspect and led us to discover a
misalignment of the crystallographic reference frames of the
experimental tensors for one molecule (methyl-D-
fructopyranose). These corrections explain the difference be-
tween the regression parameters reported here using
B3LYP/6-31G(d) methods and those previously reported in
the literature.*’
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D. Motion and structure refinement

The most useful consequence of modeling the full lattice
structure lies in the ability to optimize the initial structures
for their true lattice geometry. Naturally, this becomes a criti-
cal step when high quality diffraction structures are not
available. However, it has also been shown that refinement of
diffraction parameters is necessary in order to obtain an
agreement between calculated shieldings and experimental
shifts especially when solid-phase motion exists.”*> Here,
the shielding-shift agreement significantly improved with the
GIPAW optimized structure for six of the ten carbohydrate
molecules. These refined structures drop the overall RMSD
from 2.59 to 1.88 ppm, a reduction of 28%. In these cases,
the dominant structural change from the original neutron
structure was the lengthening of C—H bonds in the methyl
groups (1.052-1.094 A) and O-H bonds in the hydroxyl
groups (0.962-0.987 A). The other four molecules, whose
fits did not improve, already reveal individual RMSDs below
2 ppm prior to the optimization. Improvement was observed
with the aromatic molecules as well, where one exhibited
reduced RMSD from 2.7 to 2.1 ppm upon geometry optimi-
zation. Interestingly, this is the same aromatic molecule
(acenaphthene form A) that possesses a lattice structure with
stacked aromatic planes rather than a herringbone configura-
tion.

While the impressive agreement between theory and ex-
perimental data while utilizing the GIPAW method leaves
little room for improvement, the shielding model used here
still does not fully depict the experimental conditions under
which the shift data were acquired. The calculations assume
a static molecule ignoring both temperature effects and zero-
point energy corrections, while the experimental shift data
were all acquired at room temperature. Some attempts to
account for these shortcomings in the theory have been re-
ported in the literature™® where they have been estimated to
be significant. Moreover, it is suggested that these effects can
directly contribute to the scaling issue.’ Methyl rotation is
one such important motion that is present in the carbohydrate
molecules and will be reflected in their measured shielding
tensors. In Fig. 3, the methyl tensor data points in the carbo-
hydrate tensors are highlighted for GIPAW shieldings. All of
these data points lie systematically above the trend line,
thereby increasing the RMSD. Since these points also tend to
lie on the left-hand side of the plot (i.e., at lower shift val-
ues), their deviation will increase the slope from the ideal
value of —1. Full lattice optimization of the motionally av-
eraged diffraction geometry reduces the slope deviation from
—1.163 to —1.139 as well as the plot scatter. To further
improve the agreement with experiment, temperature and
vibrational effects need to be accounted for in shielding
calculations.

E. Tensor components

The shielding tensor can be represented as an ellipsoid
where the six parameters of the tensor are expressed as three
principal components (i.e., the magnitude) and three Euler
angles describing the principal axis frame (i.e., the orienta-
tion). Often the experimental values of a complete chemical-
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FIG. 3. Refinement of the neutron diffraction structures can lead to an
improved shielding-shift relationship. Geometry optimized structures when
the lattice structure is included reduce the plot scatter and slope deviation
from — 1. The GIPAW/PBE "*C magnetic shielding tensor components using
(a) the neutron diffraction and (b) geometry-optimized structures are plotted
here for carbon nuclides in the carbohydrate molecules within our test da-
tabase. The methoxy groups (red), which have the most significant change in
diffraction geometry upon GIPAW optimizations, show a systematic error in
the trend line that is corrected by the optimization.

shift tensor, which can only be obtained from a single crys-
tal, are not available. It is, therefore, relevant to consider the
ability of the model to predict the experimental isotropic
shift and the principal components of the tensor, which can
be measured in simpler experiments using powder samples
and are usually determined in high-resolution magic-angle-
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TABLE II. Magnetic-shielding distance for '*C organic crystals.

Carbohydrates
Theory Full* Principal™* Isotropic? T, d o, d o, d Orientation™*
B3LYP/6-31G(d) 3.44 2.57 2.85 3.85 2.77 4.09 1.30
PBE/6-31G(d) 3.51 2.67 2.85 4.03 2.98 4.11 1.36
PBE1/6-31G(d) 3.14 2.34 2.54 3.66 248 3.56 1.29
PBE1/6-311G 3.55 2.61 2.83 3.34 2.70 4.89 1.46
KT3/6-31G(d) 3.31 2.52 2.67 4.00 2.69 3.66 1.35
KT3/6-311G(d, p) 3.81 2.90 3.09 3.87 2.94 5.18 1.44
GIPAW PBE/Fine' 2.59 1.74 2.26 2.47 2.03 3.30 0.92
GIPAW PBE/Fine®® 1.88 1.24 0.91 2.04 1.59 1.67 1.33
Aromatic
Theory Full*® Principal™* Isotropic* o, d o, d o, d Orientation™*
B3LYP/6-31G(d) 3.05 2.22 1.56 2.99 3.33 3.56 1.87
PBE/6-31G(d) 3.02 2.13 1.54 2.71 3.16 3.67 1.90
PBE1/6-31G(d) 2.97 2.10 1.57 2.88 3.00 3.39 1.87
PBE1/6-311G 3.62 2.96 1.58 5.12 4.37 3.80 1.92
KT3/6-31G(d) 2.85 2.04 1.37 2.76 3.12 3.33 1.80
KT3/6-311G(d,p) 3.62 2.88 1.21 4.58 5.45 3.59 1.93
GIPAW PBE/Fine' 3.04 2.27 1.25 3.03 4.27 3.49 1.73
GIPAW PBE/Fine"® 3.05 1.85 0.89 2.58 407 1.90 2.29

“The magnetic-shielding distance (Ref. 22) is reported in ppm.
°Full considers the distance for the complete six-parameter tensor.
“Principal reports the distance for the three principal components by assuming identical orientation.

4A RMSD reported in ppm.

“The orientation distance is estimated by taking the root of the squared difference between full and principal.

'See text for definition of Fine settings.

£Geometry optimization performed on neutron diffraction atomic coordinates. Unit cell parameters held con-

stant.

spinning spectra of solids by the observation of spinning-
sideband manifolds. Principal components are routinely re-
ported along with the isotropic chemical shift in solid-state
NMR studies.

The proper means, which was utilized here, to assess
differences between complete tensors as a single scalar num-
ber is with the magnetic shielding distance.”” Differences
between tensors can further be expressed for the individual
principal components, the combined principal components,
the isotropic value, and the orientation. Table II decomposes
the averaged '°C shielding distances between the tensors pre-
dicted by theory and the experimental chemical shift tensors
of this database. Further information about separating the
total shielding distance into these separate components is
described in Ref. 22. The shielding distance is equivalent to
the plot scatter (RMSD) when tensors are presented in the
icosahedral representation. Therefore the RMSD reported in
Table I equals the shielding distance reported in Table II
when all six tensor components are compared.

Examination of Table II further highlights the improve-
ments provided by GIPAW methods. The incorporation of
the lattice improves the ability of the theory to predict the
magnitude of the shielding. The combined shielding dis-
tances of the three principal components drop significantly. A
further improvement is gained when geometry optimizations
are considered, which is even observed for the aromatic ten-
sors. For all molecules, the agreement for the overall magni-
tude of the shielding (i.e., the principal components) is
within 2 ppm, a value that is typical for the uncertainty in

principal components measured in experiments using pow-
dered samples. Since the isotropic value entails an averaging
process, one expects an improvement through a cancellation
of errors when the isotropic value is considered. The agree-
ment drops to within 1 ppm for the isotropic shift after per-
forming geometry optimizations.

Consideration of the complete experimental shift tensors
allows one to identify spatially the inadequacy of the theory
to predict the shielding. Visually one can consider the shield-
ing tensor as an ellipsoid whose axes are the three principal
components and which is oriented with respect to the mol-
ecule in the crystal lattice. Because the principal components
can be negative, it is more convenient to represent the axes
as the absolute value of the difference between the isotropic
value and the jth individual component,

aXiSj=|0'iSO—0'jj|. (12)

This creates a shielding anisotropy ellipsoid since the mag-
nitude of the axes represents the differences. Figure 4 dis-
plays the '>C shielding anisotropy ellipsoids for each carbon
nuclide in acenaphthene. Because o, is closest to the isotro-
pic value, this is the shortest axis for each ellipsoid. The *C
ellipsoids for acenaphthene confirm the general feature that
05, 1s oriented perpendicular to the carbon-hydrogen bond in
aromatic rings. The 4 ppm discrepancy for o,, of aromatic
molecules predicted by GIPAW stands out as it is a full ppm
larger then the oy, and o33 distances reported in Table II.
Recalling that shielding is orthogonally sensitive to elec-
tronic distortions, the large deviation to this principal com-
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FIG. 4. Shielding anisotropy ellipsoids, where the axis length corresponds
to the difference in principal components and the isotropic value graphically
display the shielding tensors. The ellipsoids for acenaphthene demonstrate
how the relative magnitude and orientation of the '>C shielding tensors
appear in the molecule. For aromatic tensors, errors are largest in 0,,, which
corresponds to the smallest axis and is oriented nearly perpendicular to the
carbon-hydrogen bond.

ponent may be explained by out-of-plane motion of the hy-
drogen. This motion may become anharmonic due to the
lattice, and such motion would become a significant devia-
tion for models assuming static molecules.™

F. Errors in predicting isotropic chemical shifts and
the shielding-shift proportionality constant

One of the primary uses of theory by the experimentalist
is to predict spectral values. In particular, the prediction of
isotropic chemical shifts can be used to assign the peaks in a
high-resolution solid-state NMR spectrum. To these ends, it
is important to examine the errors in predicting the shift
without properly accounting for deviations from linearity.
Table III reports the RMSD of these isotropic values
(RMSD;,,) as well as the maximum absolute value when
assuming a slope of —1 and a shielding value of 188 ppm for
TMS. It must be noted that such an analysis generates alarm-
ingly high errors that obscure the true accuracy in the theory.
RMSD,, values reported in Table III are as high as 20 ppm
and individual isotropic values can be off by as much as 25
ppm. Again these high deviations are largely systematic and
can therefore be removed. We have demonstrated that the

TABLE IIL. Error in predicted isotropic shift (ppm).

J. Chem. Phys. 131, 144503 (2009)

GIPAW method can predict the isotropic shifts to within 1
ppm. This excellent agreement comes only after removing
the systematic flaws noted by the regression parameters de-
viating from their ideal values. The information in Table III
serves to warn the experimentalist and they reiterate the de-
viations from ideal linearity reported in the correlation table.
When the method is calibrated, the theory can accurately
predict the isotropic shift.

It is important to reflect upon the (often-large) deviation
of the slope from the ideal value of —1. This systematic
discrepancy is believed to stem from errors in occupied-
virtual eigenvalue differences used in determining the para-
magnetic component of the shielding, which can be associ-
ated with the well-known inability of existing exchange-
correlation functionals to reproduce dynamic polarization in
low electronic density regions.g’57 The discrepancy in the
theory has been shown to depend on both the basis set and
functional employed.6’7 Even the KT functionals, considered
to be the most accurate for shielding calculations, show sig-
nificant deviations from —1 for these organic molecules.
With the level of precision obtained by GIPAW, the discrep-
ancy is shown here to be also heavily dependent on the type
of molecule. As dictated by the F-test above, it is no longer
appropriate to describe the aromatic and carbohydrate ten-
sors with a single trend line. This is evident by divergent
trend lines in Fig. 5. As pointed out, the irregularities in the
scaling may limit the ability to use shielding calculations as
a means to provide spectral peak assignments. Even with the
use of plane waves, the model describing the chemical shift
is incomplete, as a static structure at a temperature of abso-
lute zero is assumed. However, these GIPAW results do show
that the scaling issue is not rectified by including the lattice
structure or by geometry optimizations. Attempts incorporat-
ing motion of the molecules in the model still report a de-
viation from linearity,56 suggesting that the linear deviation is
caused by the electronic method itself.

IV. CONCLUSION

In summary, this work has explored the value of using
GIPAW for predicting BC chemical shift values in organic
crystals. The method offers the advantage of incorporating

Carbohydrates Aromatic
Theory RMSD;, * Max® RMSD;, * Max" RMSD;, * Max"
B3LYP/6-31G(d) 6.5 14.4 4.1 14.4 9.5 12.7
PBE/6-31G(d) 7.5 154 3.5 13.5 11.8 154
PBE1/6-31G(d) 9.9 18.0 8.2 18.0 12.5 15.8
PBE1/6-311G(d,p) 34 10.8 3.6 10.8 3.1 5.6
KT3/6-31G(d) 12.9 23.6 6.1 15.8 20.4 23.6
KT3/6-311G(d, p) 6.7 12.9 3.3 12.5 10.5 12.9
GIPAW PBE/Fine® 16.9 21.5 17.7 21.5 15.5 18.7
GIPAW PBE/Fine®! 19.0 25.4 20.2 254 16.8 20.2

“The RMSD is reported in ppm.

"The absolute value of the maximum difference reported in ppm.

“See text for definition of Fine settings.

dGeometry optimization performed on neutron diffraction atomic coordinates. Unit cell parameters held con-

stant.
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Magnetic Shielding — Chemical Shift Correlation
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FIG. 5. Different methods were employed to predict the shift result and
result in unique trend lines for the '*C shielding-shift correlation plots. The
linear fit parameters can deviate significantly from their ideal values (solid
black line) of —1 for slope and 188 ppm for the *C shielding of TMS
reference for the different levels of theory and can be dependent on the
bonding type of the molecules. While the '*C shielding-shift correlation for
the lattice-including GIPAW PBE/Fine (blue and magenta) method shows an
improved scatter over the GIAO PBE1/6-31G(d) method (cyan and red),
the divergent trend lines for the carbohydrate and aromatic tensors are
apparent.

the environment of the entire crystal, demonstrating the con-
tribution of intermolecular shielding from the lattice, which
is significant in hydrogen-bonded systems. The ability to in-
clude the entire crystal environment leads not only to more
accurate calculations, but opens the possibility for compara-
tive calculations on crystalline polymorphs, polymers, and
other solid-state materials.

Use of the GIPAW method provides the experimentalist
with a computationally efficient tool to optimize the lattice
structure of solid crystals. This ability is crucial for the re-
finement of structures in the field of NMR crystallography.
The significant improvement over calculations on isolated
molecules is vital for the assignment of spectral peaks in
solid-state NMR spectra. The isotropic shift can be predicted
to within 1 ppm and the level of precision for principal com-
ponents rivals that of experiment. Yet the experimentalist
must be warned that this precision comes only after removal
of the systematic flaws when converting shielding values to
the shift scale. Otherwise the prediction may be off by as
much as 25 ppm, essentially rendering useless the results of
these computational analyses.
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