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Purpose: The purposes of this study are to improve the accuracy of source and geometry param-
eters used in the simulation of large electron fields from a clinical linear accelerator and to evaluate
improvement in the accuracy of the calculated dose distributions.

Methods: The monitor chamber and scattering foils of a clinical machine not in clinical service
were removed for direct measurement of component geometry. Dose distributions were measured at
various stages of reassembly, reducing the number of geometry variables in the simulation. The
measured spot position and beam angle were found to vary with the beam energy. A magnetic field
from the bending magnet was found between the exit window and the secondary collimators of
sufficient strength to deflect electrons 1 cm off the beam axis at 100 cm from the exit window. The
exit window was 0.05 cm thicker than manufacturer’s specification, with over half of the increased
thickness due to water pressure in the channel used to cool the window. Dose distributions were
calculated with Monte Carlo simulation of the treatment head and water phantom using EGSnrc, a
code benchmarked at radiotherapy energies for electron scatter and bremsstrahlung production, both
critical to the simulation. The secondary scattering foil and monitor chamber offset from the colli-
mator rotation axis were allowed to vary with the beam energy in the simulation to accommodate
the deflection of the beam by the magnetic field, which was not simulated.

Results: The energy varied linearly with bending magnet current to within 1.4% from 6.7 to 19.6
MeV, the bending magnet beginning to saturate at the highest beam energy. The range in secondary
foil offset used to account for the magnetic field was 0.09 cm crossplane and 0.15 cm inplane, the
range in monitor chamber offset was 0.14 cm crossplane and 0.07 cm inplane. A 1.5%/0.09 cm
match or better was obtained to measured depth dose curves. Profiles measured at the depth of
maximum dose matched the simulated profiles to 2.6% or better at doses of 80% or more of the
dose on the central axis. The profiles along the direction of MLC motion agreed to within 0.16 cm
at the edge of the field. There remained a mismatch for the lower beam energies at the edge of the
profile that ran parallel to the direction of jaw motion of up to 1.4 cm for the 6 MeV beam,
attributed to the MLC support block at the periphery of the field left out of the simulation and to
beam deflection by the magnetic field. The possibility of using these results to perform accurate
simulation without disassembly is discussed. Phase-space files were made available for benchmark-
ing beam models and other purposes.

Conclusions: The match to measured large field dose distributions from clinical electron beams
with Monte Carlo simulation was improved with more accurate source details and geometry details
closer to manufacturer’s specification than previously achieved. © 2009 American Association of
Physicists in Medicine. [DOI: 10.1118/1.3218764]
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I. INTRODUCTION

Electrons are widely used in radiotherapy to take advantage
of the steep falloff of dose with depth, reducing the energy
imparted to healthy tissue. Improvements in electron dose
delivery through automated aperture setting with a multileaf
collimator (MLC) are anticipated, either one specifically de-
signed for modulated electron radiotherapy or by the x-ray
MLC already installed on the linear accelerator (linalc).l’2
Such technical advances demand high accuracy in the calcu-
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lation of fluence and dose. The high accuracy and detail of
the Monte Carlo method of simulating trajectories of indi-
vidual particles through complex geometries have proven
valuable for this purpose, with Monte Carlo simulation now
offered in some commercial treatment planning systems.3

A benchmark of clinical electron beam fluence with 2%
accuracy or better would be valuable for validating beam
models used in these systems. A recent benchmark of elec-
tron scatter is available with this accuracy.4 This benchmark
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is limited to scatter from single foils. The treatment head of
a clinical linac is outfitted with a more complicated set of
components; therefore, a clinical fluence benchmark is best
determined on a clinical machine.

The Monte Carlo method provides one of the most accu-
rate means of calculating fluence from a detailed treatment
head simulation (see Refs. 5 and 3 and papers on treatment
head simulation referenced therein). The method can theo-
retically achieve the 1%—2% accuracy sought, should the un-
derlying radiation transport methodology and interaction
data be sufficiently accurate, as well as the specific imple-
mentation of the code. The electron source and treatment
head geometry must be fully and accurately specified. Pub-
lished results for a Siemens linac show simulation is capable
of achieving a 2%—4% match to measured dose distributions
in the central region of the largest available electron field,
reduced accuracy in the field edge, with a reasonable match
to the shape of the profile in the bremsstrahlung region.6 The
agreement was achieved with the focal spot position and
beam angle set the same for all beam energies, an incorrect
assumption as shown below, and the exit window thickness
and secondary foil thickness adjusted outside the manufac-
turer’s specification. A similar match was achieved for the
largest electron field of a Varian linac.” The source was mod-
eled with an unusually broad angular distribution produced
with a normally incident beam using an unusually large spot
size at the primary scattering foil. More accurate simulations
are needed.

This paper presents methodology to improve the accuracy
of Monte Carlo treatment head simulation for large electron
fields, including methods that require partial disassembly of
the treatment head that may be impractical in a clinical set-
ting. The linac was a Siemens Oncor (Siemens Oncology
Care Systems, Concord, USA). Simulation took advantage of
the EGSnrc Monte Carlo system, recently validated with a
thick-target bremsstrahlung experimental benchmark avail-
able for radiotherapy energy beams® and an electron scatter
benchmark for clinical beam energies and scattering foils.*
Measurement took advantage of a clinical machine that was
not in clinical service, allowing the components of the treat-
ment head to be removed, and giving time to take careful
measurements with many repeats. The treatment head was
disassembled for direct measurement of components and to
set a tight tolerance on specific source and geometry values
used in the simulation. Dose distributions were measured at
various stages of reassembly to characterize the electron
source with minimal material in the beam path and to reduce
the number of geometry variables at each stage of the simu-
lation, with the intent of improving the accuracy of these
variables.

Il. MATERIALS AND METHODS
Il.LA. Water tank scans

The measurements used in the adjustment of simulation
source and geometry details were made starting with the
treatment head configuration with no scattering foils in place
and the monitor chamber removed (no foil configuration in
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FI1G. 1. Treatment head from exit window to monitor chamber (not to scale).
The source and geometry parameters shown were either measured directly
or adjusted iteratively in the simulation to match measured dose distribu-
tions for the different treatment head configurations: no foil, primary foil,
and clinical. Not all parameters are shown.

Fig. 1). Next, the primary foil was added (primary foil con-
figuration), and finally both scattering foils and the monitor
chamber were placed back in the treatment head (clinical
configuration). Primary foil selection, including the selection
of no primary foil, was easily done from the linac console.
These measurements were taken over a 4 month period, with
tight control on equipment setup and beam tuning, showing
reproducibility within experimental uncertainty. Dose distri-
butions measured at each stage of reassembly were compared
to Monte Carlo simulation. Measurements done prior to dis-
assembly were not used for this purpose. This eliminated
uncertainty due to differences in component position (foil
and chamber) prior to disassembly and following reassembly.

Beam tuning and dose calibration were done through a set
of soft pots adjusted from the linac console. Adjustments
available included accelerating potential, beam energy selec-
tion (bending magnet current), pulse rate, spot position
(steering current), and beam current. The tuning was kept the
same for the different treatment head configurations.

Central axis percentage depth ionization (PDI) curves,
percentage depth dose (PDD) curves, and horizontal dose
profiles in the inplane (IP) and crossplane (CP) directions
were measured in water in a 60 X 63 X 58 c¢m?® scanning wa-
ter tank (IBA Dosimetry Bartlett, TN) with improvement in
the method used in the previous study,9 following accepted
commissioning procedulre.10 The inplane direction was posi-
tive toward the gun, the crossplane direction positive to the
right when facing the gantry. The source-surface distance
(SSD) was 100 cm and, unless otherwise stated, the second-
ary collimators were fully open and no applicator was
present. Repeat scans were averaged to improve the experi-
mental uncertainty. PDI were shifted to the average /5, of the
measurements before averaging to maintain the slope of the
fall-off portion of the curve.

Gantry and collimator angles were set to 0.1°. Jaw and
MLC position repeatability was 0.1 cm, projected to the iso-
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TABLE L. Characteristics of measured (mst) and simulated (sim) PDI and PDD. Depth of 50% ionization in PDI,
I5y, measured with a parallel-plate chamber. Depth of 50% dose in PDD, Rs,, measured with a diode. The
nominal depth of maximum dose, R, Depth of measurement in bremsstrahlung region 2-3 cm beyond

practical range, R,.

Nominal beam energy

(MeV)
Configuration Parameter Method 6 9 12 15 18 21
No foil Iy (cm) mst 2.50 3.80 4.95 6.37 7.75 8.47
sim 2.51 3.80 4.93 6.38 7.76 8.47
Primary foil Is (cm) mst - 3.71 4.88 6.18 7.61 8.43
sim - 3.72 4.88 6.19 7.61 8.46
Clinical I5, (cm) mst 2.31 3.52 4.68 5.98 741 8.24
sim 2.40 3.60 4.74 6.06 7.47 8.30
Clinical Rs, (cm) mst 2.37 3.61 4.77 6.10 7.61 8.47
sim 242 3.63 4.80 6.14 7.63 8.50
Clinical Rk (cm) mst 1.3 2.0 2.7 3.0 2.1 1.9
Clinical R, (cm) mst 5.0 7.0 8.0 10.0 12.0 13.0

center. The relative position of the detector was known to be
0.04 cm, and there was a minimal backlash. The detector
carriage was set parallel to the water surface to within 0.1 cm
over the full length of carriage travel. There was a 0.1 cm
downward bow at the center of the carriage motion cross-
plane.

The scan origin was set at the mechanical isocenter of the
linac. The water surface was positioned to within 0.1 cm of
the isocenter. The detector was centered to within 0.03 cm of
the collimator rotation axis, matching the 0° collimator and
mirrored 180° collimator crossplane and inplane profile field
edges measured at the depth of maximum dose R, , for the
12 MeV beam collimated with one of the square applicators
(usually 10X 10 cm?).

IlLA.1. Horizontal dose profiles

Horizontal profiles were measured with a CC13 ion cham-
ber (IBA Dosimetry) at R,,,,. Profiles were also measured in
the bremsstrahlung tail at the depth R,, previously Rp+,9 2-3
cm beyond the practical range (Table I). This is just deep
enough to avoid including dose from primary electrons in the
rebinned volume of the calculated dose distribution, used to
give reasonable statistical precision. The axis of the chamber
was oriented inplane. The chamber was positioned to place
the effective point of measurement of 0.15 cm (half of the
chamber radius)10 to within 0.1 cm of the water surface. With
the dose normalized to 100% at the profile peak, the uncer-
tainty in profiles was 0.5%/0.05 cm (1 standard deviation).

The CC13 was preferred over diodes used previously,9
which exhibited noisier scans and a significant error due to
over-response to x rays. Profiles measured with the CC13
were compared to those measured with an N60008 diode
(PTW, Freiburg, Germany) and an EFD diode (IBA Dosim-
etry). The off-axis ratio measured with the CC13 was 1.2%
higher at 12-14 cm off axis for 18-21 MeV than that mea-
sured with these diodes, the field width at 50% of the central
axis 0.06-0.46 cm larger, increasing with energy. The effect
increases with energy due to the increased bremsstrahlung.
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The dose rate and directional dependence of the diodes were
measured and found to contribute negligibly to the discrep-
ancy. Diode over-response to x rays was shown to be the
source of the discrepancy as follows. The x-ray component at
Rax calculated with Monte Carlo simulation, was multi-
plied by the measured over-response of the diodes in the
bremsstrahlung tail of the PDD and the result subtracted
from the R, diode profiles. The corrected diode profiles
were within 0.5% of the off-axis ratios and 0.14 cm of the
field widths measured with the CC13. The CC13 scans were
used exclusively in simulation parameter tuning.

Il.A.2. Depth penetration

PDI was measured with two different parallel-plate cham-
bers: A Roos chamber (PTW N34001) and an NACP cham-
ber (NACP 75-10). The effective point of measurement was
0.115 cm for the Roos chamber and 0.100 cm for the NACP
chamber, based on the manufacturer’s specification of wall
thickness and density and ICRU values for the stopping
power of the wall.'"' PDDs were measured with EFD and
PTW diodes with effective point of measurement of 0.045
and 0.065 cm, respectively. To compare parallel-plate and
diode measurements, the PDI curves were converted to dose
to water using the water-to-air stopping power ratio calcu-
lated using standard methods,'? as part of the Monte Carlo
simulation in the water phantom.

In the no foil configuration, the detector was offset from
the collimator rotation axis at the position of the peak in the
horizontal profiles. This was important for the higher energy
beams where the profile was narrow enough for the depth of
50% dose, R, to be affected by the offset. The deepest point
of the scan was used as the start point, time was given for
water ripples to die down, and a constant scan speed was
used, slow enough to prevent the water surface from bulging
upward when the detector approaches the surface.

The accuracy of positioning the detectors relative to the
water surface was estimated with a water tank from the Na-
tional Research Council of Canada (NRCC). The uncertainty
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TaBLE II. Treatment head details used in the simulation compared to manufacturer specification. In the Method column, “Check” means specification checked
with direct measurement, “Sim A” means values determined through simulation of the no foil configuration, Sim B means the primary foil configuration, and
Sim C means the clinical configuration. Primary foil thickness adjustment shown in both relative and absolute values. Offsets are relative to the collimator
rotation axis, both CP and IP. Secondary collimator positions specified at the collimator surface closest to the exit window.

Nominal beam energy

(MeV)
Parameter Method 6 9 12 15 18 21
Primary foil thickness Sim B - —6% —8% —3% —5% —5%
Primary foil thickness Sim B (um) - 8 4 4 9 10
Secondary foil offset CP Sim C (cm) —-0.07 —0.05 —0.01 0 0 0.02
Secondary foil offset IP Sim C (cm) —0.08 —0.03 0.01 0.01 0.02 0.07
Chamber offset CP Sim C (cm) —0.11 —0.04 —0.025 0.02 0.02 0.03
Chamber offset 1P Sim C (cm) -0.21 -0.17 —0.15 —0.14 —0.14 —0.17
Exit window Sim A 0.05 cm thicker water channel
Secondary foil geometry Check No change in thickness*0.0001 cm, inner ring diameters=0.03 cm, outer ring diameter=0.003 cm
Secondary foil density Check No change *1.5%.
Secondary foil retaining ring diameter Check No change +=0.003 cm
Secondary foil retaining ring thickness Check Thicker by 0.147 cm
Kapton holding secondary foil Check Thinner by 0.005=*0.001 cm
Window to chamber distance Sim C Increased 0.12 cm
Chamber diameter Check No change +0.003 cm
Chamber to isocenter distance Check Closer by 0.3£0.1 cm
CP MLC position at 27.75 cm Sim B (cm) 0, 0.02 (MLC opening of —5.55, 5.57)
IP jaw position at 19.89 cm Sim B (cm) 0.02, 0.02 (Jaw opening of —4.01, 3.96)

in detector position was 0.01 cm largely due to the slight
pressure on the Mylar wall from the machined brass rod used
to calibrate the position. The depth of 50% ionization, /5,
and depth of 50% dose, R5y, measured in the IBA water tank
(vertical beam) was within 0.03 cm of that measured in the
NRCC water tank (horizontal beam) for the 6 beam energies
for the Roos chamber and the PTW and EFD diodes.

The uncertainty in depth penetration for the diode was
0.04 cm, 0.03 cm for chamber position relative to the water
surface, and 0.03 cm for water evaporation and ripples. The
15, measured by the NACP chamber shifts 0.06 cm deeper
after applying a published correction factor.”> The uncer-
tainty for the Roos chamber of 0.07 cm includes a 0.06 cm
uncertainty for a possible depth-dependent change in elec-
tron perturbation factors since the PDI curves measured with
the NACP and Roos chambers in the NRCC water tank
agreed to 0.5%/0.02 cm. Measurements done on the same
day with different chambers (Roos, EFD, and PTW), re-
peated on a number of occasions over the course of several
years, were consistent with the uncertainty estimate.

The diode over-response to x rays had minimal effect on
the PDD from the surface to Rsy. The diode over-response
had a much greater effect on the profiles of the high-energy
beams due to the much larger drop in bremsstrahlung over
the width of the profile than the length of the PDD. The
effect on the 21 MeV PDD, with the largest bremsstrahlung
component, was a 0.6% overestimate of the surface dose and
a 0.02 cm increase in Rs,. This was determined by subtract-
ing the calculated bremsstrahlung component of the depth
dose curve multiplied by the measured diode over-response
in the bremsstrahlung tail, as done for the profiles.
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II.B. Direct measurement of source and geometry
details

Il.B.1. Treatment head component geometry

Siemens has provided specifications for the geometry and
material of treatment head components on a standard spread-
sheet for Monte Carlo simulation. Adjustments were made to
the specifications of a few components to improve the match
between simulated and measured dose distributions, with full
justification (see Sec. I E). For the most part, the specifica-
tion from the spreadsheet was used, with standard material
compositions and densities. The exit window was shifted
0.229 cm toward the isocenter, based on additional informa-
tion provided by the manufacturer. This shift reduces the
off-axis ratio in the clinical configuration by 0.5%, as shown
with simulation.

The geometry, density, and relative positions of key com-
ponents specified by the manufacturer were checked with
direct measurement. These components are listed in Table II,
identified as the “Check” method. A spare secondary foil
with holder was taken apart to measure the foil geometry and
density and the thickness of the plastic sheet (Kapton) and
retaining rings used to hold the foil in place.

Il.B.2. Spot size and position

The linac used in this study had 6 and 18 MV x-ray
beams. The spot size of these beams was measured in the
crossplane and inplane directions with a spot size camera and
found to be from 0.12-0.21 cm in diameter full width at half
maximum (FWHM). This was close to the spot size on the
exit window for the electron beams. The spot size did not
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need to be determined more accurately as the dose distribu-
tion of the large field was insensitive to spot size."

The position of the spot was measured relative to the col-
limator rotation axis to within 0.03 cm using the following
procedure. The thickest high-Z primary foil, normally used
to scatter the 18 and 21 MeV electron beams, was put in the
beam path for all of the beams. This foil produced more
bremsstrahlung per incident electron and a flatter x-ray beam
than the other foils. The field size was set to 5X 5 cm?. The
opposing jaw and MLC leaves were first set to the same
distance from the collimator rotation axis by comparing the
18 MeV beam R, crossplane and inplane profiles scanned at
0° and 180° collimator setting. The offset of the spot from
the collimator rotation axis at the primary foil was then ob-
tained for each energy beam from the crossplane and inplane
scans at R, with the collimator at 0° and 90°. With the peak
in each profile normalized to 100%, the shift on each side of
the collimator rotation axis was the difference in the absolute
value of the position of the 50% dose points on the profiles
measured at the two collimator angles. With the paired col-
limators positioned the same distance from the collimator
rotation axis, similar triangles may be used to show the spot
position, x,, is related to the difference in the shift on either
side of the axis, A, by,

x,=59A/(R, + SSD). (1)

The factor of 59 was determined from the distance from the
primary scattering foil to the downstream surface of the jaw
Sjaw Of 27.5 cm, and to the downstream surface of the MLC
smic of 35.8 cm, as the reciprocal of

2(1sja — 1spL0)- (2)

Two sets of measurements done several months apart were
used to determine the spot position and confirm the uncer-
tainty. In these measurements, the central MLC leaves were
set the same distance from the collimator rotation axis to
within 0.01 cm, measured at R,, the paired jaws to within
0.02 cm.

11.B.3. Beam angle

With the primary scattering foil in place, the beam at the
foil is directed toward the peak in the R, profile, as the dose
at this depth is dominated by bremsstrahlung from the foil.
The peak position was determined by fitting a Gaussian dis-
tribution to the profile in the region to within 10 cm of the
collimator rotation axis, avoiding the decidedly non-
Gaussian shape outside this region.

The 6 MeV clinical beam had no primary scattering foil.
In this case, the proportion of dose at the peak in the R,
profile from photons originating in the treatment head, pri-
marily from the exit window and secondary scattering foil,
was 48% of the total dose calculated using Monte Carlo
simulation. Since the bremsstrahlung from the water had a
nearly flat profile, the beam angle could still be determined
from the position of the peak in the R, profile. The beam

Medical Physics, Vol. 36, No. 10, October 2009

%
S

[=)
=)

S
=

Inplane

Dose (arbitrary units)

—— No foil configuration, R,y
---- Clinical beam configuration, Ry

20

\ ! \
%0 5 0 5
Distance off axis (cm)

FIG. 2. Profiles measured at R,,,, in the no foil configuration (solid lines)
compared to profiles measured in the bremsstrahlung tail at R, for the clini-
cal beams. The relative shift in the peaks in the electron and bremsstrahlung
profiles is due to the presence of a magnetic field between the exit window
and the monitor chamber.

angle used in the 6 MeV clinical beam simulation was deter-
mined from the peak in the simulated R, profile to within
0.1°, supporting this contention.

Il.C. Magnetic field

Inplane profiles measured in the no foil configuration at
R« and the clinical configuration at R, for the 15-18 MeV
beams are shown in Fig. 2. There is a distinct difference in
the position of the peaks in the profiles. The shift is due to
the presence of a magnetic field in the region between the
exit window and secondary scattering foil which defects the
electron beam away from the axis of the x-ray beam gener-
ated in the exit window and primary foil. The field, measured
with a gaussmeter (F.W. Bell model 4048, Syprus, Orlando,
FL), was highly inhomogeneous. The highest intensity on the
collimator rotation axis was at the exit window. The intensity
at this point increased with the bending magnet current
(beam energy) from 0.004 to 0.012 T, demonstrating the
source of the magnetic field was the bending magnet. The
magnetic field was oriented approximately in the crossplane
direction, deflecting electrons inplane. The field intensity
measured was sufficient to deflect the electron beams by the
amount observed.

The magnetic field was “discovered” well into this work
and it was decided to continue simulation without it for sev-
eral reasons. To our knowledge, the magnetic field has not
been explicitly modeled in the past and may not even have
been observed. The refined procedures and the measurements
done with the secondary foil and monitor chamber removed
resulted in a much better match to measurement than previ-
ously published and this with more highly constrained source
and geometry parameters. It would help those wishing to
simulate their own linac to know the accuracy achieved with-
out mapping the magnetic field, a difficult measurement for
clinical machines, and requiring the removal of the second-
ary foil and monitor chamber.
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I1.D. Monte Carlo simulation

The user code BEAMnrc (Ref. 15) (version 1.104, July
24, 2008) was used with the Monte Carlo system EGSnrc
(Ref. 16) (version 1.40, July 24, 2008) to simulate the treat-
ment head. The code was also modified to allow a crossplane
and inplane shifts of each component module.® Source 19, a
point source with Gaussian focal spot, was modified to per-
mit a Gaussian angular distribution with arbitrary beam di-
rection. The phase space was scored on a plane 10 cm above
the linac isocenter and these particles tracked with the user
code MCRTP (Ref. 17) through a 50 cm wide cube of water at
100 cm SSD. Transport parameters were the same as used in
a recent publication6 except that bremsstrahlung cross sec-
tions from NIST were used. The differences in the choice of
photon transport parameters from the recently published
comparison of EGSnrc to experimental benchmarks® are rea-
sonable and did not significantly affect the results.

There were 100 million source electrons followed in the
no foil configuration for the 6 MeV beam, 50 million for the
9-21 MeV beams. There were 100 million electrons in the
primary foil configuration, and 800 million in the clinical
configuration. A network of Dell T5400n computers with a
total of 32 2 GHz processors was used to keep the simulation
time for a full set of 6 beams in the clinical configuration
down to 2-3 days.

Both dose to water and dose to a Bragg—Gray cavity of
air, calculated using standard methods,12 were scored in the
water phantom in 0.25 cm wide, 0.1 cm deep voxels. Simu-
lated dose distributions were averaged over adjacent voxels
(rebinned) in the directions orthogonal to the plotted data to
improve the precision of the calculated profiles and PDDs
while having minimal effect on the plotted quantity: 0.5
%X 0.5 c¢cm? for the no foil configuration and 1 X1 cm? for
the primary foil and clinical configurations. The R, profile
bin was 1X0.5 cm? deep for the no foil configuration, 2
% 0.5 cm? deep for the primary foil and clinical configura-
tions. The R, profile bin was 2 X2 cm? deep. The precision
roughly scaled with the square root of the increased area
perpendicular to the beam direction in the electron region,
the square root of the volume in the bremsstrahlung region.
This led to a dose calculation precision of D, (dose at
R..x) of 0.3% or better for all treatment head configurations
and a precision in the calculation of D, (dose at R,) of 0.8%
at 6 MeV, reducing to 0.3% at 15-21 MeV.

Different detectors were chosen for different measure-
ments such that volume averaging had negligible effect on
the results. The measurements were averaged over the same
bin size as the simulated results so that averaging effects in
the direction of the measurement were the same when com-
paring calculation with measurement.

I.E. Source and geometry tuning procedure

The method used to adjust the source and geometry pa-
rameters in the simulation is presented in this section. The
simulation geometry is shown in Fig. 1. Secondary collima-
tors (jaws and MLC) were also simulated. The source param-
eters at the exit window were mean energy, FWHM of the
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Gaussian peak in the energy distribution, beam angle,
FWHM of the Gaussian focal spot, offset of the spot from
the collimator rotation axis, and angular distribution. Source
and geometry parameters were set by the manufacturer’s
specification (validated by direct measurement when practi-
cal), direct measurement, or through iterative adjustment in
the simulation until close matches to measured dose distri-
butions were obtained.

The parameters that were fixed for all beam energies and
treatment head configurations were the exit window position,
exit window thickness, spot size, primary foil position, sec-
ondary foil geometry, secondary collimator positions, and the
distance between components (exit window, primary and
secondary foil, monitor chamber, and secondary collimators).
The energy-dependent parameters, fixed for all treatment
head configurations, were the spot position, beam mean en-
ergy, peak FWHM and angular distribution FWHM, and pri-
mary foil thickness. The geometry parameters changed for
different beam energies in the simulation were the secondary
foil and monitor chamber offsets from the collimator rotation
axis. The beam angle was allowed to change for different
beam energies and different treatment head configurations.

The Monte Carlo code used for the simulations did not
include an option to simulate a magnetic field. The beam
angle and secondary foil and chamber offsets from the colli-
mator rotation axis, even though fixed in reality, were ad-
justed to accommodate deflection of the electron beam by the
magnetic field without directly simulating the field. This
means that the simulated beam was not shifted from the ini-
tial beam direction, whereas the actual beam was, as seen in
Fig. 2. Thus the trajectories of the particles in the simulation
were different than the trajectories in the actual beam. Since
the electron beam may have been deflected by a different
amount for different beam energies, a different shift was
used for different beam energies. The monitor chamber shift
primarily affected the position of the R, profile edge, the
foil shift primarily affected symmetry. The different beam
angles used for the different configurations had no impact on
the quantities determined for simulation of the clinical con-
figuration.

IL.E.1. Spot size and position

The Siemens Oncor and other linac models are equipped
with a steering coil. The spot moved inplane when the steer-
ing coil current was changed rather than remaining in a fixed
position as previously modeled.*’ Steering was varied over a
wide range for the different beam energies and the shift in
spot position determined from the shift in the field edge on
the measured R, inplane profile. The spot moved by an
amount proportional to the steering current. The change in
the spot position per unit current determined from these mea-
surements is shown in Fig. 3. The spot was shifted less at
higher energies for the same change in current, as expected.

The spot was simulated as a Gaussian radial distribution
of FWHM 0.2 cm offset from the collimator rotation axis by
the amount measured from the 5X5 cm? R, scans. The
source was at the origin of the coordinate system used in
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FiG. 3. Shift in the spot position per unit steering current. Each point is from
a linear fit to a comprehensive set of measurements of spot shift versus
steering current (circles, scale on left side of graph). Also shown is the shift
of the clinical beam focal spot when steering current is turned on (dashed
line, scale on right side). The energy is kinetic energy of the source used in
the simulation.

BEAMnrc, with the source offset from the collimator rota-
tion axis added to the component module shifts. The source
offset was accounted for in the dose distributions calculated
with MCRTP, with the origin of the simulated and measured
dose distributions set to the mechanical isocenter of the
linac, on the collimator rotation axis.

I.LE.2. Source direction

The direction cosine of the source, both inplane and cross-
plane, was set to the distance from the focal spot at the exit
window to the peak in the profile divided by the distance
from the primary foil to the scan depth. The R, profile was
used to determine the beam angle for the no foil and primary
foil configurations, the R, profile for the clinical configura-
tion. The collimator setting was 40 X 40 cm?. The peak po-
sition was determined by fitting a Gaussian to the profile
over a limited range where the Gaussian was a reasonable fit
to the peak: In the region of the R, profiles where the dose
exceeds 50% of the dose on the central axis, out to 10 cm off
axis for 6 and 9 MeV R, profiles, out to 5 cm off axis for
higher energies.

A separate set of simulations was done for the clinical
beams with the beam angle set to align the beam with the
position of the peak in the R, profile in the primary foil
configuration. Source and geometry parameters were ad-
justed iteratively to match the measured dose profiles for the
clinical beams. This did not improve the match to the R,
profiles as hoped, while the R, profile peak in the clinical
beams were out of place. The approach was dismissed.

Il.E.3. Energy distribution

The energy distribution of the source was modeled as a
single Gaussian peak. The mean energy was adjusted to
match the measured PDI /5, in the primary foil configuration.
This configuration was chosen, as the depth penetration did
not depend on matching the width of the dose distribution as
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it did for the higher energies in the no foil configuration. The
FWHM of the peak in the energy distribution was estimated
by matching the slope in the fall-off portion of the PDI curve
for both the no foil and primary foil configurations.

II.E.4. Exit window thickness and source
divergence

The width of the R, profiles simulated with the exit
window as specified by the manufacturer is known to fall
2-3 cm short of measurement.'® In this separate study, the
thickness of the exit window (water and window material)
was increased over that specified by the manufacturer to
achieve the angular distribution at the downstream surface of
the exit window required to match the width of the measured
R.x profile. The specification is for a channel that is not
under pressure. The window could bulge out approximately
0.03 cm, based on the approximate water pressure of 15-20
psi and the Young’s modulus of the window material. It was
decided to increase the water thickness only and to match the
width of the measured R, profile for one of the energies,
with the profile width underestimated for the remaining en-
ergies. The angular distribution (divergence) of the source
for these energies was then increased to match the profile
width.

We dismissed several alternatives to explain the underes-
timate in the profile width. A broader source angular distri-
bution would reduce the required thickness; however, several
constraints relegate the angular distribution to a minor source
of broadening.18 Contaminants were not present in the water
in sufficient concentration to broaden the beam, shown with
measurements done with freshly distilled water in the cool-
ing channel. EGSnrc is proven to be accurate for simulation
of electron scatter from foils, for a geometry and energy
comparable to the no foil conﬁguration;4 therefore, the simu-
lation was not at fault.

It would help to have independent verification of the wa-
ter channel thickness. One possibility considered was to de-
termine the exit window thickness by a measurement of the
dose ratio D,/D,,,, for the no foil configuration. Unfortu-
nately, the change in this ratio with window thickness, as-
sessed with Monte Carlo simulation, turned out to be negli-
gible, as most of the bremsstrahlung in this configuration
was from the water.

ILE.5. Primary scattering foil

The primary scattering foil density used was 8.06 g/cm?
for stainless steel, 19.32 g/cm? for gold. Foil thickness was
chosen to give a reasonable match to the measured change in
the R, profile width from the no foil to the primary foil
configuration. Foil thickness varies with position for the gold
foils, based on direct measurement with calipers and by
steering the beam across the foil and measuring the change
in D,/ D,,... Therefore, a different foil thickness was allowed
for the 18 and 21 MeV beams, which shared the same foil.
This is justified as the spot was in a different position for
these energies. The dose ratio D./D,,,, used previously to
determine the foil thickness,*’ was used in this study as
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quality control (QC), with the dose at R, and R,,,, measured
on the central axis following the TG-51 protocol.19

An alternative method to determine foil thickness is to
match the measured shift in the PDI between the no foil and
primary foil configuration. In this approach, the width of the
R,,.x profile with no foil in place needs to be matched in the
simulation for the higher energies to account for the modest
dependence of R, on field width. The shift may be measured
in a few minutes, reducing uncertainty due to chamber posi-
tioning relative to the water surface, water evaporation, etc.
It is possible to achieve 0.03 g/cm? (5%—20%) accuracy in
foil thickness determination with the IBA scanning equip-
ment. Uncertainties include 0.02 cm in the measured shift in
I50 and 0.02 cm due to uncertainty in the normalization, as
the build-up region of the measured and simulated PDIs did
not match. This turned out to be not as accurate as the
method chosen to determine the foil thickness, relegating the
PDI shift method to QC.

Il.LE.6. Monitor chamber and secondary foil

The monitor chamber distance from the exit window and
offset from the collimator rotation axis was adjusted in the
simulation to match the field edges of the R, crossplane
and inplane profiles in the clinical configuration. The moni-
tor chamber was moved vertically to change the field width
and moved horizontally to shift the field edge. Symmetry in
the R, profiles was adjusted by moving the secondary foil
horizontally.

The retaining ring for the secondary foil did not apprecia-
bly cut into the field as the difference between the crossplane
and inplane field width for 18-21 MeV was only 0.20 cm.
This difference could be due to the magnetic field and the
peripheral material below the monitor chamber as well as the
retaining ring. The field width was matched to the average of
the crossplane and inplane profiles and the retaining ring set
outside of the field defined by the monitor chamber. The
secondary foil offset from the collimator rotation axis was
adjusted to match the symmetry of the R, crossplane and
inplane profiles in the clinical configuration.

IlLE.7. Secondary collimator positions

The offset of each jaw and the central MLC leaves from
the collimator rotation axis was set in the simulation to
match the position of the field edge in the R, profiles mea-
sured for the higher energy beams in the primary foil con-
figuration. In this configuration, the field was broad enough
to be substantially collimated by the secondary collimators,
MLC support block, and tray rails. The higher beam energies
had the sharpest field edges. The assumption is the effect of
the deflection of the electron beam in the stray magnetic field
and collimation by the peripheral material downstream of the
MLC on the field edge in the clinical configuration can be
accommodated by this procedure.

lll. SENSITIVITY RESULTS

Source and geometry adjustments were done to match
simulated dose distributions to measurement took advantage
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of a published sensitivity analysis.14 The results of a limited
complementary sensitivity analysis are reported here.

The R, profile width at 50% in the no foil configuration
at 6 MeV increased 0.32 cm for a 0.01 cm increase in thick-
ness of the water in the exit window.

Regarding the root-mean-square angle of the source, for
the configuration with no foils in the beam and the exit win-
dow set to manufacturer specification, the profile width at
50% maximum changed approximately 2 cm/deg, indepen-
dent of energy. With a thicker exit window the beam was
scattered more and the profile width was less sensitive to
changes in the divergence of the source. With the exit win-
dow thickness set to match the 6 MeV R,,,, profile width
with no angular distribution, the profile width changed ap-
proximately 0.6 cm/deg for the 9 MeV beam, 1.1 cm/deg for
the 12-21 MeV beams, when the angular distribution results
in a simulated profile that was a close match to the measured
profiles.

The R, profile width at 50% increased with the primary
foil thickness by 0.03 cm/um at 9 MeV, 0.12 cm/um at 12
MeV, and 0.03 cm/um at 15-21 MeV.

A thicker foil decreased D,,,,/N, while increasing D,/N,,
where N, is the number of source electrons. These effects
increased D,/D.,, in the primary foil configuration by
0.4%/ pum foil thickness for the 9 MeV beam, 0.8%/ um for
the 12 and 15 MeV beams, 0.4%/um at 18 MeV, and
0.2%/pm at 21 MeV.

A 0.264 cm change in the distance from the exit window
to the primary foil changed the off-axis ratio in the R,
profile by no more than 0.5% at any energy out to (but not
including) the field edge. The result is applied to the three
treatment head configurations.

A 0.2 cm increase in the distance from primary foil to
secondary foil resulted in a 2% decrease in the off-axis ratio
of the R, profile in the clinical beam at 21 MeV. There was
reduced sensitivity to a change in the distance between foils
with decreasing energy.

The change in 5, with source energy was fit to a linear-
quadratic function. The quadratic term was needed to ac-
count for the narrow profiles of the higher energy beams,
leading to a reduced slope in the fall-off region of the PDI.
The energies calculated with the fit were within 0.9% of the
energies used in the simulation through the full energy range
of 6.7-21.7 MeV. The sensitivity of the depth penetration to
energy in the no foil configuration, dE/dls, was
1.83 MeV/cm+0.12315, MeV/cm?. This relationship is not
to be confused with published energy-range relationships
that refer to the energy at the water surface

The PDI I5, change with energy in the primary foil con-
figuration was approximately linear through the full energy
range of 9.7-21.7 MeV with dE/dl5z=2.57 MeV/cm. A
quadratic term was unnecessary as the profiles were broad
enough to have Is, independent of the profile width. The
energy in the fit differed from the data used in the fit by as
much as 1.5% since the different primary foils used for each
beam led to an energy-dependent shift in the PDI.
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FIG. 4. Depth ionization curves for the no foil configuration measured with
a parallel-plate chamber (solid lines). Simulated result with (dashed line)
normalized to agree with the measured dose at R, (Table I). Results of
simulations with a monoenergetic source at the exit window are also shown
(plus signs).

IV. RESULTS AND DISCUSSION

IV.A. No foil configuration

The measured and simulated PDIs for the no foil configu-
ration are shown in Fig. 4. The I, agrees to 0.06 cm (Table
I), showing that the beam was stable between measurements
(the primary foil configuration was used to determine the
energy) and that the estimated uncertainty in the measure-
ment of /5, was reasonable. The dose from R, to the depth
of 80% dose agrees to 1.0 = 0.3%. The simulated dose in the
build-up region from 0.1 cm to R,,,, varies from 3.0 =0.3%
lower than measured at 6 MeV to 0.6+0.3% lower at 21
MeV. The distance to agreement with the measured PDI from
the depth of 80% dose to the practical range region is gen-
erally 0.06 cm or better. The exception is for the two highest
energy beams where the distance to agreement reaches 0.10
cm in the region at the depth of 80% dose.

The simulated and measured R,,,, crossplane profiles are
in close agreement, slightly shifted relative to each other
(Fig. 5). Inplane results were comparable. The result could
be improved by adjusting the beam angle; however, the beam
angle was not a critical parameter in this configuration. The
important result was the profile width, used to determine the
thickness of the exit window and source divergence, and
with the profiles measured in the primary foil configuration,
to determine the primary foil thickness. The widths of the
measured inplane profiles were up to 0.3 cm wider than the
crossplane profiles at 50% of the maximum dose (Table IIT).
The average of the inplane and crossplane profile widths was
matched to 0.13 cm. The discrepancy at the field edge would
be half of this (0.07 cm) if the beam angle were more care-
fully chosen.

The water channel thickness was increased 0.05 cm over
manufacturer specification (Table II) to match the R,,,, pro-
file width on the 6 MeV beam in the no foil configuration
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FiG. 5. Crossplane R,,,, profiles for the no foil configuration. Measurement
compared to simulation. The “thick window” simulations are with the thick-
ness of water in the exit window increased to match the measured 6 MeV
profile. The “thin window” simulations are with the exit window thickness
specified by the manufacturer.

(Fig. 5). A source angular distribution with mean angular
spread up to 0.4°-0.8° was required for the remaining beams
(Table 1V).

The crossplane profiles at R, for the no foil configura-
tion shown in Fig. 5 include a set of profiles simulated with
the window thickness specified by the manufacturer, with all
other source and geometry details the same as in the simula-
tion with the thicker exit window. There is a significant defi-
cit in the angular distribution in this case, demonstrating that
the divergence of the beam emerging from the foil is much
broader than simulated with the thinner window. In a sepa-
rate set of simulations the source angular distribution was
increased to match the profile width, resulting in a peak in
the R, profile for the clinical beam that was much to broad,
with D,/D,,,, underestimated by 15% on the central axis for
the higher energy beams. This approach was abandoned.

IV.B. Primary foil configuration

The measured and simulated PDIs for the primary foil
configuration are shown along with those measured in the no
foil configuration in Fig. 6. The energy loss in the primary
foil shifts the PDI toward the water surface, with a sharper
falloff for the higher energy beams, broadened by scattering
in the foil. The penetration depth I5, obtained from a linear
fit in the 40%—-60% dose region of the PDIs (Table I) was
used to set the beam energy in the simulation (Table IV) with
an accuracy of 1.4% at 6 MeV, decreasing to 0.8% at 21
MeV. This includes calculation precision, a 0.5% uncertainty
in the stopping power,11 and a 0.07 cm uncertainty in the
measured /5,. The maximum difference in /5, from the mean
for the three sets of primary foil Roos PDIs (average shown
in Fig. 6) was 0.04 c¢cm, with the difference strongly corre-
lated with date of measurement (and not with beam energy).
This is consistent with the 0.03 cm uncertainty in depth po-
sition with minimal drift in beam energy over the 1-2
months of the measurement.
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TaBLE III. Width of measured IP and CP R, profiles at 50% of profile maximum and offset of profile peak
from collimator rotation axis, for no foil and primary foil configurations with jaw and MLC fully open. Offset
is position of peak of Gaussian, determined from fit in region of dose greater than 50%. The 6 MeV beam had
no primary foil. Width and offset for the clinical beam based on the position of the point that was 50% of the
dose measured at the point 15 cm from the collimator rotation axis.

Nominal beam energy

(MeV)
Configuration Measurement 9 12 15 18 21
No foil measurement 1P Width (cm) 29.03 21.65 17.26 13.99 11.23 9.95
CP Width (cm) 28.94 21.36 17.02 13.73 11.10 9.69
1P Offset (cm) —1.16 —-1.14 —-1.00 -099 -0.87 -—1.16
CP Offset (cm) —0.34 -0.18 —0.03 -021 —028 —0.06
No foil simulation IP Width (cm) 28.84 21.48 17.01 13.76 11.21 9.73
CP Width (cm) 28.94 21.35 17.02 13.78 11.09 9.67
1P Offset (cm) —-1.22 -120 -127 -1.10 —-0.88 —1.25
CP Offset (cm) -0.35 -032 —-032 -036 -036 —0.14
Primary foil measurement 1P Width (cm) No foil 32.10 31.07 37.10 35.90 33.19
CP Width (cm)  No foil 31.96 30.60 37.03 35.71 32.66
IP Offset (cm)  No foil —1.15 —-124 —-124 —-101 —1.50
CP Offset (cm)  No foil  —0.21 0.15 0.32 0.32 0.65
Primary foil simulation IP Width (cm)  No foil 31.77 30.78 37.01 35.65 33.03
CP Width (cm)  No foil 31.83 30.49 37.19 35.76 32.94
1P Offset (cm) No foil —1.15 —133 —124 —1.09 —1.54
CP Offset (cm)  No foil  —0.22 0.17 0.27 0.26 0.68
Clinical beam measurement IP Width (cm) 40.16 39.80 39.24 38.90 37.26 35.96
CP Width (cm) 40.41 39.87 38.23 38.82 37.15 35.96
1P Offset (cm) —=0.71 —0.81 -1.14 -093 —-1.08 —199
CP Offset (cm) —0.28 —0.08 0.20 0.38 0.33 0.48

The energy varied linearly with bending magnet current
up to 19.6 MeV, a reliable QC of the energies used in the
simulation. The least-squares linear fit, leaving out the 21.75
MeV point, had an intercept of —0.53 MeV and slope of
0.546 MeV/A and was within 1.4% of the simulated energy
for the nominal 6 MeV beam, the fit improving with increas-
ing energy to 0.6% for the nominal 18 MeV beam, within
experimental uncertainty. The magnet showed signs of satu-
ration at 13.4 A, corresponding to an energy of 21.75 MeV.

The FWHM of the Gaussian energy distribution, chosen
to match the falloff of the measured PDI, is listed in Table

IV. The broadening of the energy distribution mainly af-
fected the toe of the distribution (Fig. 4). An estimated 0.03
cm uncertainty in the measured position of the toe region
relative to s, leads to a 30% uncertainty in the FWHM.
The measured and simulated R, crossplane profiles for
the primary foil configuration are compared in Fig. 7. In-
plane results were comparable. The jaws and MLC positions
used in the simulation (Table II) resulted in a close match to
the profile edge. The profile widths are 0.1-0.6 cm larger
inplane than crossplane, carried over from the no foil con-
figuration. The primary foil thicknesses used in the simula-

TaBLE IV. Energy-dependent source parameters at the exit window used in the simulation for all configurations
unless otherwise stated. Mean energy was the same for Gaussian and Parmela spectra. Parmela spectrum
FWHM from Gaussian fit. Root mean square angular divergence. Spot position relative to the collimator
rotation axis. Direction cosine used for the clinical configuration.

Nominal beam energy

(MeV)
6 9 12 15 18 21
Mean energy (MeV) 6.69 9.69 12.38 15.85 19.57 21.75
FWHM (MeV) Gaussian 0.94 0.94 1.53 1.88 1.88 1.41
Parmela 0.72 0.91 0.91 0.58 0.92 1.75
Angular divergence (deg) 0 0.8 0.55 0.8 0.75 0.4
Spot Position Crossplane (cm)  —0.05 —0.03 —0.03 —0.03 —0.02 —0.02
Inplane (cm) 0 0.02 0.07 0.04 0.04 0.18
Direction cosine Crossplane (cm) —0.002 —0.004 0.001 0.002 0.003 0.005
Inplane (cm) 0 0 —0.002 0 0.002 —0.003
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FI1G. 6. Depth ionization curves for the primary foil configuration measured
with a parallel-plate chamber (solid lines). Measurements compared to
Monte Carlo simulation (dashed lines) using the same beam energy and
spectral width as the no foil case. The no foil measurements are also shown
(crosses).

tion resulted in a match to the measured profile half-widths,
averaged inplane and crossplane, of 0.12 cm or better (Table
).

The primary foil thickness used in the simulation (Table
IT) agrees within 2 standard deviations of manufacturer
specification for the 9-15 MeV foils, and is 5 standard de-
viations out for the 18 and 21 MeV foils. The uncertainty
was 6% at 9—12 MeV and 1% at 15-21 MeV. The deviations
from specification are realistic, as the gold foil thickness is
known to vary across the foil. The calculated shift in the PDI
curves between the no foil and primary foil configuration
agrees with measurement to within 0.03 = 0.03 cm for all six
beam energies, an approximate QC on foil thickness.

The ratio of the charge collected by the parallel-plate
chamber at R, and R,,,, O,/ Omn.» Was much easier to mea-
sure than D./D,,.. The D,/D,,,, method appears to slightly
overestimate primary foil thickness and should be used with
caution. The results for the Roos chamber (Table V) show
that the measured value of D,/D,,,, equals 1.1000Q,/ Q. to
within 1.2% for the 9-21 MeV clinical beams. This result
could be used to check the measured dose ratio without per-
forming the more difficult protocol calibration.
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FiG. 7. Crossplane R, profiles for the primary foil configuration.

There was a notable shift in the position of the profile
peak of up to 0.7 cm in the crossplane direction when chang-
ing from the no foil configuration to the primary foil con-
figuration, with the shift increasing with energy (Table III).
The reason for this was not determined.

IV.C. Clinical configuration

The simulated dose distributions on the central axis (Fig.
8) and at R,,,, and R, (Fig. 9), plotted with the ratio D, /D,
(Table V) preserved, are in better agreement with measure-
ment than the previously published result.® The results are
for a different machine with the same model of treatment
head and the same nominal beam energies. The 15 MeV
beam was scattered by a thinner primary foil than the 18 and
21 MeV beam, whereas the same foil was used in the previ-
ous study.

The rapid buildup of the simulation matches the diode
PDD in the first millimeter. The parallel-plate chamber wall
is too thick (0.01 cm) to measure the rapid buildup. Ignoring
the first millimeter, the 6 MeV result measured with both
types of detectors agrees within 1.0% dose difference (with
D, set to 100%) for the full depth range, 1.5% for the 6
MeV beam. The diode over-response in the bremsstrahlung
tail is evident.

TABLE V. Dose at R, relative to dose at R, on the collimator rotation axis, D,/ D,,,,, for the clinical configuration. Measured and simulated results, the latter
with precision of calculation for last digit, 1 standard deviation, in brackets. The ratio is the simulated result divided by measurement. Charge collected with
Roos chamber at R, at profile peak relative to the charge collected at Ry, O,/ Oy, ratio is measured (Q,/ Omax)/ (Dy/ D)

D./D,, 0-25 cm

Depth
Nominal beam energy (cm) D/ D pyax Ratio O/ Qrmax
(MeV) Rinax R, Measured Simulated Ratio Inplane Crossplane Roos Ratio
6 1.3 6 0.003 42 0.003 35(5) 0.980 0.974 0.975 0.002 84 0.830
9 2.0 7 0.008 14 0.007 47(13) 0.918 0.910 0.927 0.007 31 0.898
12 2.7 8 0.0134 0.0127(1) 0.948 0.946 0.960 0.0122 0.910
15 3.0 10 0.0323 0.0302(2) 0.935 0.978 0.963 0.0296 0.916
18 2.1 12 0.0439 0.0420(2) 0.957 0.996 0.992 0.0401 0.913
21 1.9 13 0.0478 0.0456(2) 0.954 0.950 0.960 0.0434 0.908
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FiG. 8. Depth dose curves in the clinical configuration, measured with a
Roos parallel-plate chamber (crosses) and EFD diode (plus signs), compared
to the simulated result (solid lines). The curves are normalized at the R,
listed in Table 1.

The simulated 755 is 0.09=0.08 cm deeper than the
parallel-plate  chamber result, the simulated Rj
0.09+0.05 cm shallower than the diode result (Table I).
This confirms the choice of the mean energy used in the

simulation, from measurements made in the no foil and pri-
mary foil configurations. The dose measured with both the
parallel-plate chamber and diode builds up more slowly than
the simulated PDDs, as observed in the no foil and primary
foil configurations. This discrepancy has been reported pre-
viously for a parallel-plate chamber® and diode.?” An unreal-
istic intermediate energy peak would improve the match to
measurement, whereas a broader peak in the energy distribu-
tion would not. The discrepancy may be due to a change with
depth in the charge collected by the Roos chamber per unit
dose to water, as discussed earlier, or to an error in the simu-
lation. An accurate PDD measured on a research linac with
accurately known energy and beam line components, such as
available at NRCC, would help clarify whether the discrep-
ancy exists and help determine the root cause.

Parmela®' was used to calculate the source energy distri-
butions used in the previous study. This has the drawback
that the code requires information on the accelerator that is
not generally available. In addition, the spectra calculated
with Parmela did not provide as good a match to the mea-
sured PDDs as a simple Gaussian peak as follows. The full
set of beams was simulated in the clinical configuration with
the Gaussian spectra replaced with the Parmela spectra from
the previous study, shifted to the mean energy in Table IV, to
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FIG. 9. Inplane and crossplane R,,,, and R, profiles in the clinical configuration, comparing ion chamber measurement (points) to simulation (lines). Only one

out of every five points in the measured profiles is shown for clarity.
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give the depth penetration measured for the current study.
The simulated PDDs with Parmela spectra fell short at the
toe for the 6 and 12-18 MeV beams, intermediate between
the measured PDI and those simulated with the monoener-
getic spectra (Fig. 4) due to an underestimate of the peak
width (Table IV). More detailed information on the spectra
may be needed for some applications such as simulation of
leakage from x-ray targets22 and in these cases a code like
Parmela may prove helpful.

Simulated and measured profiles are compared in Fig. 9.
The larger inplane profile width measured in the no foil and
primary foil configurations is not evident for the clinical
beams, suggesting an asymmetric source angular distribution
would not improve the accuracy of the clinical beam simu-
lation. The origin of the measured profiles, on the collimator
rotation axis, was found within 0.02 cm. The alternative used
previously of centering the detector on an x-ray field could
result in a 0.1-0.2 cm shift in the origin from the collimator
rotation axis for calibrated collimators. The spot was previ-
ously positioned directly above the scan origin, resulting in a
further error in the spot position.

The offset of the monitor chamber from the collimator
rotation axis (Table II) reasonably accounts for the shift in
the field edge due to the deflection of the beam from the
stray magnetic field. The offset of the scattering foil (Table
II) results in a reasonable match of beam symmetry. How-
ever, the positions of the inflection points in the measured
profiles for the higher energy beams are not matched. These
are due to the steps in the secondary foil, offset slightly in
the simulation from their actual position. Different offsets
were needed to account for the magnetic field at different
beam energies. The range in foil offset was 0.09 cm cross-
plane and 0.15 cm inplane. The range in monitor chamber
offset was 0.14 cm crossplane and 0.07 cm inplane.

The secondary foil offset from the collimator rotation axis
may be better determined with a measurement with the
monitor chamber out of the beam. This would also be helpful
in determining the position of the ring used to retain the
secondary foil, as the ring may intrude into the beam when
the monitor chamber is in place. If this were done, the pro-
cedure would be to use scans with the monitor chamber in
place to get the distance of the monitor chamber and second-
ary scattering foil from the primary scattering foil, matching
R ax profile field edges. The monitor chamber would then be
removed and scans taken with the secondary foil in position
to get the correct offset for the secondary foil.

The beam angle was set by measurement, removing a
tunable parameter from the simulation, used previously to
adjust symmetry of the R, profile. It turned out to be un-
necessary to adjust the beam angle for this purpose, as the
Rax profile symmetry was matched effectively by moving
the secondary scattering foil.

Dose differences of the R, profiles are shown in Fig. 10.
The results are a significant improvement over the previous
study where the discrepancy was as high as 5.9% at doses of
80% and over, 5.3% out to 12.5 cm, with the largest discrep-
ancy at the edge of the 15 MeV beam for that study. The
secondary foil geometry and density were measured directly,
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FiG. 10. Difference in R, profiles in the clinical configuration, simulated
dose less measured dose, with profiles normalized to 100% in a small region
about the central axis prior to subtraction.

confirming manufacturer specification. The excellent match
of the flatness of the R, profiles in the clinical beam, with
the secondary foil in the beam, demonstrates this geometry
and density works effectively in the simulation.

The measured and simulated profiles at the edge of the
field are compared in Figs. 11 and 12. The crossplane field
edges matched to within 0.16 cm or better. However, the
extreme position of the inplane field edges were overesti-
mated by 1.4 cm in the 6 MeV clinical beam simulation, 0.5
cm for 9 MeV, 0.4 cm for 12 MeV, 0.3 cm for 15 MeV, and
0.1 cm for 18-21 MeV. The track for the outer MLC leaves
and the rails used to support the accessory trays were added
in a separate set of simulations, demonstrating the bulk of the
discrepancy would be removed by including these peripheral
components in the simulation. Profiles measured at R,
without the rails closely matched those measured with the
rails, showing that it is unnecessary to include the rails in the
simulation. The magnetic field could also contribute to the
discrepancy.
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FiG. 11. Crossplane R, profiles at the edge of field in the clinical configu-
ration. Profiles normalized to 100% in a small region about the central axis.
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FiG. 12. Inplane R, profiles at the field edge in the clinical configuration.
Profiles normalized to 100% in a small region about the central axis.

The peaks in the measured and simulated R, profiles co-
incide since the beam angle was chosen for this purpose (Fig.
9). The dose ratio D,/D,,,, was underestimated in the simu-
lation (Table V). The underestimate for the higher beam en-
ergies where the dose ratio is the highest (12-21 MeV) was
an average 3 * 3% in the region out to 25 cm from the beam
axis. The result is within the 5% accuracy of the experimen-
tal benchmark of thick-target bremsstrahlung production.8
Without a more accurate benchmark of dose per source elec-
tron in x ray and electron fields, the dose ratio in the simu-
lations was considered acceptable.

IV.D. Alternatives to disassembly

It is possible that, without disassembly of the treatment
head, the source and geometry details of a linac similar in
model to the Oncor could be determined with accuracy com-
parable to that achieved here. This would make the method
more amenable for clinical machines that have already been
commissioned.

The validation of manufacturer specification would apply
to components with the same specification. It has already
been established that there is a magnetic field that causes
significant deflection of the electron beam away for the x-ray
beam generated in the exit window and primary scattering
foil and that this deflection can be accommodated with
energy-dependent offsets of the foil and monitor chamber
from the collimator axis. The exit window thickness, source
divergence, spot position, mean energy and FWHM of the
energy distribution, and thickness of the primary scattering
foil could be determined from the change in field flatness
observed when the primary foil is removed from the beam,
without disassembly. The accuracy of the source and geom-
etry parameters determined from these measurements may
suffer from the presence of the secondary foil and monitor
chamber. However, direct measurement has verified the ge-
ometry and density of the secondary foil, which should not
be varied from manufacturer specification in the simulation.
The position of secondary collimators could be established
from scans of the x-ray beams used for treatment.
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V. CONCLUSIONS

A refined method presented for Monte Carlo simulation of
large electron fields resulted in tighter constraints on source
and geometry details and higher accuracy in the simulated
dose distributions. The spot size and position were measured
independently. Dose distributions were measured with only
the exit window in the beam path, with the primary foil
inserted and in the configuration used for treatment, with
scattering foils and monitor chamber in place. More care was
taken with detector positioning, with the origin set on the
collimator rotation axis, and comparison done to depth dose
curves measured in a water tank with 0.01 cm positioning
precision. An ionization chamber used for R, profile scans
improved accuracy over the diode measurements.

Manufacturer specification was verified by direct mea-
surement in many cases, facilitated by disassembly of the
treatment head. Changes from specification outside of a rea-
sonable tolerance were justified. The cooling channel of the
exit window was thicker than specified, due to water pressure
causing the window to bulge out. The gold foil’s thicknesses
were significantly different than specification, as in the pre-
vious study, consistent with the measured variation in thick-
ness across the foils. Vertical and horizontal component
shifts away from specification were within our own experi-
ence of the tolerance, except for the secondary foil and moni-
tor chamber shifts. The offsets of the secondary scattering
foil and monitor chamber from the collimator rotation axis,
allowed to vary with energy, accounted for the effect of the
deflection of the electron beam by the magnetic field without
direct simulation of the field. This would require mapping of
the field, a difficult measurement for a linac in a clinical
setting.

It is hoped that the revised procedure will make it much
easier for others to achieve comparable accuracy in large
field simulation for their clinical linac. Certain results are
applicable to other linacs of the same model, such as the
verification of manufacturer specification of critical compo-
nents. The removal of the monitor chamber and scattering
foil is accomplished easily and in our experience these com-
ponents can be placed back in the treatment head and the
positions adjusted in under a day to reasonably reproduce the
original dose distributions. Further work may show that com-
parable results can be achieved without linac disassembly.

Accuracy might be improved by including the magnetic
field in the simulation. In this case, the offset of the second-
ary foil and monitor chamber from the collimator rotation
axis could be fixed in the simulation, independent of the
beam energy. If the difference in the inplane and crossplane
profile width is not matched in the no foil and primary foil
configurations when the magnetic field is added, then an
asymmetric angular distribution could be used.

Accuracy might also be improved with the availability of
additional experimental benchmarks of Monte Carlo codes to
sort out the remaining discrepancies between Monte Carlo
simulation with the different codes, the existing experimental
benchmarks, and the clinical beam measurements. Desired
benchmarks include in-air profiles in electron beams in the
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5-10 MeV energy range and x-ray beams in the 5-25 MeV
energy range, both with 1% accuracy in fluence in the region
where fluence drops to 50% of the maximum. Another useful
benchmark is dose per source electron at the depth of maxi-
mum dose and in the bremsstrahlung tail, D,,/N, and
D./N,. Exacting measurements of dose profiles and PDDs in
the benchmark geometries would help bridge the existing
experimental benchmarks and the clinical beam results.

The phase-space data used to calculate the dose distribu-
tions are, to our knowledge, the most accurate and detailed
calculated to date for large electron fields. Fluence distribu-
tions calculated from the phase-space files are useful for
benchmarking beam models and for other applications in ra-
diotherapy. The phase-space files have been uploaded to the
TAEA phase-space data depository on the web to make them
generally available at http://www-nds.iaea.org/phsp.
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