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The purpose of this study was to investigate the effect of a noise injection method on the “overfit-
ting” problem of artificial neural networks (ANNs) in two-class classification tasks. The authors
compared ANNSs trained with noise injection to ANNs trained with two other methods for avoiding
overfitting: weight decay and early stopping. They also evaluated an automatic algorithm for se-
lecting the magnitude of the noise injection. They performed simulation studies of an exclusive-or
classification task with training datasets of 50, 100, and 200 cases (half normal and half abnormal)
and an independent testing dataset of 2000 cases. They also compared the methods using a breast
ultrasound dataset of 1126 cases. For simulated training datasets of 50 cases, the area under the
receiver operating characteristic curve (AUC) was greater (by 0.03) when training with noise
injection than when training without any regularization, and the improvement was greater than
those from weight decay and early stopping (both of 0.02). For training datasets of 100 cases, noise
injection and weight decay yielded similar increases in the AUC (0.02), whereas early stopping
produced a smaller increase (0.01). For training datasets of 200 cases, the increases in the AUC
were negligibly small for all methods (0.005). For the ultrasound dataset, noise injection had a
greater average AUC than ANNSs trained without regularization and a slightly greater average AUC
than ANNs trained with weight decay. These results indicate that training ANNs with noise injec-
tion can reduce overfitting to a greater degree than early stopping and to a similar degree as weight
decay. © 2009 American Association of Physicists in Medicine. [DOI: 10.1118/1.3213517]
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I. INTRODUCTION

Artificial neural networks (ANNs) are frequently used in
computer-aided detection and diagnosis (CAD) appli-
cations."? ANNs are popular because they are capable of
modeling complicated classification decision boundaries
from training data (of which the diagnostic truth status is
known in every case) with minimal supervision or explicit
modeling.3’4

To model complex decision boundaries, ANNs must be
flexible, but this flexibility can also result in “overﬁtting.”5
Overfitting occurs when the classification algorithm learns to
classify the training data better than the population of cases
at large (i.e., the algorithm does not generalize well to the
population of cases from which the training dataset was
sampled).

Regularization attempts to avoid overfitting by using a
flexible model with constraints on the values that model pa-
rameters can take, usually through the addition of a penalty
term.>% Bayesian ANNs (BANNSs) (which are closely related
to weight decay) and early stopping are two widely used
regularization methods that favor models with smooth deci-
sion boundaries.””’

A third method of regularization, called noise injection,
penalizes complex models indirectly by adding noise to the
training dataset.>'0""? However, to our knowledge, noise in-
jection has not been compared to the more common methods
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of BANN and early stopping. The purpose of this work was
to compare the effect of noise injection to BANNs and early

stopping.

Il. METHODS

We conducted several simulation studies and a study of a
breast ultrasound (US) dataset in a CAD application. The
idealized simulation studies allowed us to study the effect of
regularization in greater depth and the US study provided an
example of real-world application. In the first simulation
study, we studied ANNs of common complexity in terms of
the number of hidden nodes and training iterations; in the
second simulation study, we studied a highly complex ANN;
and in the third simulation study, we evaluated a method for
automatically selecting a critical noise parameter: the stan-
dard deviation of the noise kernel. ANN performance was
evaluated with receiver operating characteristic (ROC)
amalysis,zo_22 using the nonparametric area under the ROC
curve (AUC) as a summary index.

Il.A. Simulation study datasets

We simulated datasets from a two-dimensional
exclusive-or (XOR) population,3 which requires a nonlinear
decision boundary to achieve an AUC value greater than 0.5.
We chose this problem because it has already been shown
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Fic. 1. The XOR population. Normal cases were drawn from the dotted-line
probability density and abnormal cases were drawn from the solid-line prob-
ability density. The lines depict isopleths of the probability densities.

theoretically that weight decay and noise injection perform
identically in classification problems that require linear deci-
sion boundaries.'” The XOR population was constructed
with four two-dimensional Gaussian distributions with equal
covariance matrices in a two-dimensional feature space. Two
Gaussian distributions were centered at (0, 0) and (x, x),
respectively, and they represented the ‘“normal” class,
whereas another pair of Gaussian distributions was centered
at (x, 0) and (0, x), respectively, and they represented the
“abnormal” class. The ideal observer’s AUC value™?* de-
pends on the separation x and the covariance matrices of the
four Gaussian distributions. We set the covariance matrix of
each of the four Gaussian distributions to be a 2-by-2 iden-
tity matrix and set x to 2.0, thus giving rise to a classification
problem with an ideal-observer AUC value of 0.83. A con-
tour plot of the XOR population is shown in Fig. 1.

We created training datasets of various sizes: 50, 100, and
200 total cases with half of each dataset being normal and
the other half being abnormal cases. We chose small training
datasets because ANNs exhibit overfitting more often with
small training datasets. Overfitting can also occur with large
training datasets when the feature space is large, or the un-
derlying distribution is complex, which is probably the case
in many real-world applications. We repeated each experi-
ment 500 times with independently drawn training datasets
for training datasets of 50 and 100 total cases, 100 times for
training datasets of 200 total cases (because the results were
less variable), and report here the summary results. An inde-
pendently drawn validation dataset of 2000 cases (1000 nor-
mal and 1000 abnormal cases) was used to evaluate all
ANNS.

II.B. Breast ultrasound dataset

The breast ultrasound dataset has been described
elsewhere.” The goal was to differentiate malignant from

Medical Physics, Vol. 36, No. 10, October 2009

benign breast lesions. The dataset contained 157 malignant
lesions and 969 benign lesions (1126 total cases). In the pre-
vious work,” a BANN with four input nodes and five hidden
nodes was used and the BANN was trained and tested using
leave-one-out cross validation to obtain an AUC value of
0.90. We trained ANNs on this dataset and found no evi-
dence of overfitting. To simulate a situation in which the
ANNs do overfit, we randomly and independently sampled
500 sets of 50 cases and 500 sets of 100 cases from this
dataset (each subset of cases consisted of half cancer and half
benign cases) and tested the ANNs on the subset of training
cases with the .632+ bootstrap AUC estimate. We will de-
scribe the .632+ bootstrapping method later.

We did not evaluate the method of early stopping with
this breast US dataset. Given the single dataset that was
available in this experiment rather than the independently
drawn training and test datasets that were available in the
simulation studies, we would have to measure the ANN per-
formance with the .632+ bootstrap AUC estimate and use it
to decide when to stop ANN training. Doing so would bias
the results. In the simulation studies, we decided when to
stop ANN training based on the .632+ bootstrapping results
and evaluated the ANN performance on the independent
validation dataset.

II.C. ANN implementation

We trained all ANNs by minimizing the cross-entropy er-
ror function®® with a conjugate gradient algorithm. The
ANNS in the first and third simulation studies had a single
hidden layer with six hidden nodes and were trained to 500
iterations. With very large training datasets (500, 1000, and
5000 cases in 100 repeated experiments), this ANN architec-
ture was able to achieve nearly ideal-observer AUC perfor-
mance on the validation dataset (0.81, 0.81, and 0.82, respec-
tively). Therefore, the small size of the training datasets was
the main reason why the ANNs did not perform as well as
the ideal observer in simulation results that we report below.
The ANN in the second simulation study also had a single
hidden layer but with 20 hidden nodes and was trained to
1500 iterations. This was a more flexible ANN configuration,
which allowed us to observe overfitting to a greater degree.
The ANN in the US study had a single hidden layer with five
hidden nodes, the same as that of the previous study.25 The
ANNSs in the simulation studies had two input nodes and the
ANN in the US study had four input nodes. All ANNs had a
single output node. We did not vary the random initialization
of the ANN weights because we found that the variability in
our results from different training datasets was much greater
than that from different ANN initial weights, which is known
to cause variability in ANN output values.”” All ANNs were
implemented using the NETLAB toolkit for MATLAB.

II.D. Noise injection

The method of noise injection refers to adding “noise”
artificially to the ANN input data during the training process.
Jitter is one particular method of implementing noise injec-
tion. With this method, a noise vector is added to each train-
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ing case in between training iterations. This causes the train-
ing data to “jitter” in the feature space during training,
making it difficult for the ANN to find a solution that fits
precisely to the original training dataset, and thereby reduces
overfitting of the ANN. This effect has been shown both in
theoryls’14 and in practice.s’19 The noise vector is typically
drawn from some probability density function, known as a
“kernel.”'* We used a zero-mean Gaussian kernel and up-
dated the noise vector independently and nonincrementally
before every training iteration.

Because at every training iteration the ANN “sees” a
slightly different training dataset caused by the added noise,
the noisy trajectory of the AUC value of the ANN at various
training iterations reflects both the incremental convergence
of the ANN toward its final training performance and an
effect of the added noise. Because our primary interest is in
the training progression of the ANN, we applied a running
average of 30 iterations (selected empirically) on the ANN
weights when analyzing the AUC values of the ANN as a
function of training iterations.

The standard deviation of the noise kernel affects the re-
sults of noise injection and ANN performance. Holmstrom
and Koistinen'* described a method for automatically deter-
mining an appropriate value of this standard deviation based
on cross validation and a broad assumption that the training
dataset was drawn from a continuous underlying population.
Let us use fi(x;) to denote the probability density in the
feature space of the underlying population associated with
training case x; of class 1. Let us further use f ,(x;) to denote
an estimate of this probability density obtained by summing
over the noise kernels (denoted by K,;) of standard deviation
o and centered on every training case of class 1. If we now
remove case x; from the calculation of f; ,(x;), the result is
an estimate of f;(x;) from all training cases of class 1 except
for case i,

1 n
fl,zr(x—i) = mgl K, (x; _xj)’ (1)

jFi

where n is the total number of training cases of class 1. A
similar expression can be written for class 2: f, ,(x_,). Let us
create a likelihood expression to represent a cross-validation
probability estimate based on the entire training dataset (as-
suming that all training cases are independent),

L(o) = Hfl,g(x—i)l_[ fr.o(x2), (2)
i=1 =1

where m is the total number of training cases of class 2. It
was shown'* that by maximizing Eq. (2), one can select an
appropriate o value to reduce overfitting.

To evaluate this method of automatically selecting an ap-
propriate o value for the noise kernel, we compared the re-
sults obtained with this method and those with incrementing
o in a stepwise fashion. To implement the automatic method,
we determined the o value that maximized L(o) by calculat-
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ing L(o) for values of ¢ ranging from 0.01 to 1.50 in inter-
vals of 0.01. This calculation took a few seconds for each
training dataset.

Il.E. BANNs and weight decay

A modified error function, EWD(w)=E(w)+aEwi2, where
E(w) is the cross-entropy error function and « is a parameter
that controls the weight of the penalty against large values of
ANN weights, is used to train both ANNs with weight decay
and BANNs.***® BANNG use the Bayes’ rule to estimate an
appropriate « value automatically (some of the assumptions
involved may not be valid for small training datasets),>*°
whereas weight decay requires the user to select an « value.

We used both BANN and weight decay in the simulation
studies with training datasets of 200 total cases. However, we
used only weight decay with training datasets of 50 and 100
total cases because with these datasets the BANNSs failed to
converge in their estimate of a. To manually select an «
value, we trained ANNs with « values ranging between 0.01
and 4.0, repeated the experiment independently 50 times, and
chose the a value that maximized the .632+ bootstrapping
AUC value (calculated on the training dataset only) averaged
across the replicated experiments.29’30 This « value was then
used as a fixed value in all ANN training experiments. We
used the method of .632+ bootstrapping because we did not
want to bias the results by involving the validation dataset
during training. However, there was still potential bias in our
method because, in practice, independent replication of the
experiment would not be possible in estimating the « value.
By replicating the experiment, we reduced the inherent vari-
ability in the estimate of the « value, which could have im-
proved the ANN performance and caused a bias in favor of
weight decay.

IL.F. Early stopping

With the method of early stopping, ANN training is
stopped before the training error is minimized.”! Typically,
an independent test dataset is used to monitor the ANN per-
formance during training, based on which an appropriate
point is selected to stop the ANN training. However, with-
holding training cases for testing is not an efficient use of the
data for small training datasets. We used the method of
632+ bootstrapping,7’29’3 % which allows all cases be used for
training.

Figure 2(a) shows how the AUC values of ANNs varied
with training iterations for three testing methods that could
be used to determine when to stop training for the XOR
experiment. The testing method of resubstitution (test the
ANN on the training dataset) produced the greatest AUC
values. Obviously, this is a biased validation method.*? The
method of independent validation (test the ANN on our in-
dependent validation dataset) produced the smallest AUC
values. This method is also biased for training purposes be-
cause the validation dataset should not be used to decide
when to stop training. However, the independent validation
results are a good surrogate of the ANN performance on the
underlying XOR population because the validation dataset of
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FiG. 2. Two ANNs’ AUC values obtained with three training and evaluation
methods as a function of the training iterations for (a) simulated XOR
dataset of 50 training cases, and (b) breast ultrasound dataset of 50 training
cases. The results of .632+ bootstrapping were obtained from 50 bootstrap-
ping samples. The results of independent validation for the XOR data
were obtained from an independent validation dataset of 2000 cases not used
in any way in training. The breast ultrasound data did not have an indepen-
dent validation dataset. The standard deviations of estimates of AUC,
calculated over different training datasets, were approximately 0.04 for
the resubstitution and independent validation estimates, and 0.06 for the
.632+ bootstrapping estimates.

2000 total cases is large. The method of .632+ bootstrapping
produced intermediate AUC values. We used this method for
ANN training and stopped the training at the iteration that
maximized the .632+ bootstrapping AUC values. For ex-
ample, in Fig. 2(a), we stopped ANN training after 105 train-
ing iterations based on the .632+ bootstrapping results. The
AUC value of the ANN on the validation dataset (as surro-
gate of ANN performance on the underlying population) at
105 training iterations is close to the highest AUC value at
60 training iterations (which is not necessarily attainable
from the training dataset alone) and clearly greater than that
at 500 training iterations with overtraining. Figure 2(b)
shows the AUC values for the two testing methods available
for the breast ultrasound experiment. We did not have an
independent validation dataset in the breast ultrasound ex-
periment.

Il.G. Data analysis

We calculated the AUC values of ANNs on the validation
dataset as a surrogate measure of the ANN performance on
the underlying population. Except for ANNs trained with
early stopping, which were not stopped at a fixed training
iteration, all ANNs were trained to a large number of training
iterations (e.g., 500). A running average of 30 training itera-
tions was used in all ANNSs to reduce the noisy trajectory of
their performance as a function of training iterations. The
average and standard deviation of the AUC values were cal-
culated from 500 or 100 repetitions of each ANN training
experiment. Therefore, the average AUC values and standard
deviations describe the distribution of observed AUC values
over different training datasets. Uncertainties in the average
AUC value [95% confidence intervals (CIs)] were estimated
with a normal approximation and uncertainties in the stan-
dard deviation in the AUC value were estimated from 10 000
bootstrapping samples. Statistical hypothesis testing (i.e., p
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values) was not used in analyzing our results because in our
simulation studies we could have simulated a sufficiently
large number of trials to obtain statistical significance for
arbitrarily small differences.

For clarity of presentation, we define two measures of
relative change in the AUC value: The loss and gain in the
AUC value. Both of these measures are defined in terms of
ANN performance on the validation dataset. We define the
loss in AUC due to overtraining as the difference between
the highest AUC value on the validation dataset and the AUC
value on the validation dataset without regularization after a
large number (e.g., 500) of training iterations. For example,
in Fig. 2(a), the loss in AUC due to overtraining is the dif-
ference between the highest AUC value at 60 iterations and
the AUC value at 500 iterations: 0.729-0.661=0.068. We
define the gain in AUC as the difference between the AUC
value on the validation dataset obtained with regularization
and the AUC value on the validation dataset without regular-
ization after a large number (e.g., 500) of training iterations.
For example, in Fig. 2(a), the gain in AUC due to the method
of early stopping is 0.722-0.661=0.061 at 105 iterations.
Therefore, the loss represents the magnitude of overfitting,
and the gain represents the recovery of the loss with regular-
ization. We further define the ratio of the gain to the loss as
the percent recovery. In Fig. 2(a), this ratio is 0.061/0.068
=89.7%. Note that this percent recovery is relative to what
early stopping could have achieved and, therefore, the per-
cent recovery from early stopping cannot be greater than
100%, whereas the percent recovery from noise injection and
weight decay is not limited by 100%—a regularization
method could improve ANN training beyond the recovery of
loss in performance from overtraining. Uncertainty in the
percent recovery was estimated from 10 000 bootstrapping
samples and presented as 95% Cls.

lll. RESULTS
llLA. Simulation study results of absolute differences

The simulation results in terms of absolute differences are
summarized in Table I. In the first simulation study, ANNs
trained on datasets with 50 total cases and without regular-
ization had an average AUC value of 0.723 and a standard
deviation of 0.043. Training ANNs with noise injection in-
creased the average AUC value to 0.756 and reduced the
standard deviation to 0.037. Training ANNs with weight de-
cay and early stopping also improved the average AUC val-
ues to 0.742 and 0.740, respectively, but weight decay in-
creased the standard deviation to 0.050, whereas early
stopping did not change the standard deviation. Therefore,
training ANNs with noise injection resulted in a greater av-
erage and smaller standard deviation in the AUC values than
those of the alternative methods.

In the second simulation study, the highly complex ANNs
trained without regularization (1485 training iterations) had
an average AUC value of 0.694 and standard deviation of
0.044. Therefore, these more complex ANNs exhibited
greater overfitting. Training the ANNs with noise injection,
weight decay, and early stopping increased the average AUC
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TaBLE 1. Comparison of the absolute performance of the ANN training methods in the simulation studies.

No regularization Noise injection Weight decay BANN* Early stopping
Average AUC 0.723 0.756 0.742 0.740
.. [95% CI] [0.719, 0.727] [0.751, 0.758] [0.738, 0.746] [0.737, 0.744]
50 training cases L.
AUC standard deviation 0.043 0.037 0.050 0.041
[95% CT1] [0.038, 0.048] [0.033, 0.041] [0.045, 0.055] [0.035, 0.046]
Average AUC 0.694 0.758 0.745 0.748
50 training cases, [95% CI1] [0.685, 0.703] [0.755, 0.761] [0.735, 0.754] [0.740, 0.757]
complex ANNs® AUC standard deviation 0.044 0.034 0.048 0.043
[95% CI1] [0.036, 0.052] [0.031, 0.038] [0.037, 0.060] [0.032, 0.053]
Average AUC 0.762 0.785 0.784 0.770
100 training cases [95% CT1] [0.760, 0.765] [0.784, 0.787] [0.782, 0.786] [0.768, 0.772]
AUC standard deviation 0.028 0.017 0.020 0.023
[95% CI1] [0.026, 0.030] [0.016, 0.019] [0.019, 0.022] [0.021, 0.025]
Average AUC 0.788 0.799 0.797 0.800 0.790
200 training cases [95% CI1] [0.785, 0.790] [0.797, 0.801] [0.795, 0.799] [0.798, 0.802] [0.788, 0.792]
AUC standard deviation 0.012 0.009 0.009 0.009 0.010
[95% CT1] [0.011, 0.014] [0.008, 0.010] [0.007, 0.011] [0.007, 0.010] [0.008, 0.011]

*The BANNS failed to converge for training datasets with 50 and 100 cases.

"These ANNs had 20 hidden nodes and were trained to 1500 training iterations, whereas all other ANNs had 6 hidden nodes and were trained to 500 training
iterations. The results were calculated at the 1485th and 485th training iteration, respectively.

values to 0.758, 0.745, and 0.748, respectively. Training the
ANNs with noise injection reduced the standard deviation
only slightly, to 0.034, and training the ANNs with weight
decay and early stopping did not change the standard devia-
tion (0.048 and 0.043, respectively). Therefore, for the more
complex ANNs weight decay and early stopping performed
similarly, and noise injection performed best.

All ANNSs trained on the larger datasets of 100 total cases
improved in performance and reduced in the differences be-
tween the various training methods (Table I). The differences
in the average AUC values between all training methods
were of the order of 0.02, which is small in terms of practical
importance. However, all regularization methods increased
the average and decreased the standard deviation in AUC
values with nonoverlapping 95% CIs. Noise injection and
weight decay increased the average AUC value to 0.785 and
0.784, respectively, whereas early stopping increased the av-
erage AUC value to 0.770, and they reduced the standard
deviation to 0.017, 0.020, and 0.023, respectively. Therefore,
noise injection and weight decay performed similarly and
both outperformed early stopping.

Further increase in the number of training cases to 200
total cases reduced the differences in the average AUC val-
ues of ANNSs trained with the various methods to the order of
0.005, which are of little practical value (Table I). However,
performance was still improved with noise injection, weight
decay, and BANNs. The improvement in the average AUC
value from noise injection was similar to that from weight
decay and BANN:S.

11l.B. Percent recovery results

Table II summarizes the gain in AUC from regularization,
the loss of AUC from overfitting, and the percent recovery
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(i.e., the ratio of gain to loss). For training datasets of 50
cases, the average loss in AUC due to overfitting in the first
simulation study was 0.036 (Table II), or approximately 80%
of the standard deviation in AUC of 0.043 (Table I). Noise
injection provided an average gain of 0.032 and a percent
recovery of 87%. Weight decay and early stopping provided
smaller average gains of 0.019 and 0.017, respectively, and
percent recoveries of 53% and 48%, respectively. Training
the more complex ANNs on 50 total cases in the second
simulation study, noise injection, weight decay, and early
stopping produced percent recoveries of 90%, 71%, and
76%, respectively. Therefore, noise injection performed bet-
ter than weight decay and early stopping.

As the number of training cases increased from 50 to 200
total cases, noise injection produced increasing percent re-
coveries of 87% (90% for the more complex ANNs), 121%,
and 176%. Therefore, noise injection recovered essentially
all of the loss in AUC from overfitting, and sometimes
achieved better performance than possible without regular-
ization. The percent recoveries from early stopping were es-
sentially constant but smaller than those from noise injec-
tion: 48% (76% for the more complex ANNs), 40%, and
31%, respectively. The percent recoveries from weight decay
increased with larger training datasets, from 53% (71% for
the more complex ANNs) to 114% and to 146%, respec-
tively. BANNSs achieved a percent recovery of 194% on the
training dataset with 200 cases.

lIl.C. Breast ultrasound results

Table III summarizes the breast ultrasound results. On
datasets of 50 total cases, ANNs trained without regulariza-
tion had an average AUC value of 0.801. Noise injection and
weight decay increased the average AUC value to 0.849 and
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TaBLE II. Comparison of the relative gain in performance from regularization and loss due to overfitting of the ANN training methods in the simulation

studies.

No regularization

Noise injection

Weight decay BANN Early stopping

Average gain®
or loss®
[95% CI]
Percent recovery
[95% CT]
Average gain®
or loss®
[95% CI]
Percent recovery
[95% CI]
100 training cases  Average gain®

or loss®
[95% CI]

Percent recovery
[95% CI]

200 training cases ~ Average gain®

or loss”
[95% CI]

Percent recovery
[95% CI]

50 training cases

50 training cases,
complex ANNs®

—0.036 [—0.034, —0.039] 0.032 [0.028, 0.035] 0.019 [0.015, 0.023]

87% [80%, 94%]

—0.071 [—0.065, —0.077] 0.064 [0.058, 0.070] 0.051 [0.043, 0.058]

90% [84%, 96%]

—0.019 [-0.017, —0.021] 0.023 [0.021, 0.025] 0.021 [0.020, 0.023]

121% [114%, 129%] 114% [107%, 120%)]

176% [148%, 204%] 146% [126%, 166%] 194% [165%, 223%]

0.017 [0.015, 0.020]
53% [44%, 61%] 48% [43%, 52%]

0.054 [0.048, 0.061]
1% [63%, 79%] 76% [69%, 83%]

0.008 [0.006, 0.009]

40% [35%, 45%)

—0.006 [—0.005, —0.008] 0.011 [0.009, 0.013] 0.009 [0.008, 0.011] 0.012 [0.010, 0.014] 0.002 [0.001, 0.003]

31% [15%, 47%]

*Gain=the difference in the AUC value between ANNSs trained with regularization and the ANNs trained without regularization at the 485th training iteration

(1485th training iteration for the more complex ANNs).

°Loss=the difference between the maximum AUC value and the AUC value at the 485th training iteration (1485th training iteration for the more complex

ANNSs) for ANNs trained without regularization.

“These ANNs had 20 hidden nodes and were trained to 1500 training iterations, whereas all other ANNs had 6 hidden nodes and were trained to 500 training
iterations. The results were calculated at the 1485th and 485th training iteration, respectively.

0.838, respectively. The standard deviation of training the
ANNs without regularization was 0.065, and it was reduced
to 0.056 with noise injection and 0.058 with weight decay.
On datasets of 100 total cases, the AUC values improved
with all methods. ANNs trained without regularization at-
tained an average AUC value of 0.807. Noise injection and
weight decay increased the average AUC values to 0.856 and
0.851, respectively. The standard deviation of training ANNs
without regularization was 0.047, and it was reduced to
0.039 and 0.040, respectively, with noise injection and
weight decay. Therefore, both regularization methods in-
creased the average AUC values and reduced standard devia-
tions.

IIl.D. Automatic selection of the noise kernel standard
deviation

From 100 independent replications of the experiment, the
average value of the noise kernel standard deviation o se-

lected by maximizing Eq. (2) for datasets of 50 training cases
was 0.80 with a standard deviation of 0.10 (less than the
standard deviation of each feature in our XOR population,
which was 1.4). The ANNs trained with noise injection and
the automatically selected o values achieved an average
AUC value of 0.756 with a standard deviation of 0.037. In
comparison, Fig. 3 shows the results of manually increment-
ing o from 0 to 2.0. The average AUC value without regu-
larization (i.e., a o value of 0) was 0.723 and 0.694, respec-
tively, for the typical and more complex ANNs, both with a
standard deviation of approximately 0.043. As the o value
increased, the AUC values of the ANNSs of typical complex-
ity increased, reaching a plateau in the range of 0=0.5-0.8
with an average AUC value of approximately 0.76 and stan-
dard deviation of 0.03, and then decreased. The more com-
plex ANNs showed a similar trend and attained similar AUC
values in the range of 0=0.6—1.0. Therefore, the o values
selected by the automatic selection method were within a
wide range of near optimal values.

TasLE III. Comparison of the absolute performance of the ANN training methods in the breast ultrasound study.

No regularization®

Noise injection

Weight decay

Average AUC" [95% CI]
AUC standard deviation [95% CI]
Average AUC® [95% CI]
AUC standard deviation [95% CI]

50 training cases

100 training cases

0.801 [0.795. 0.807]
0.065 [0.061, 0.069]
0.807 [0.803, 0.811]
0.047 [0.044, 0.050]

0.849 [0.844, 0.853]
0.056 [0.052, 0.060]
0.856 [0.853, 0.860]
0.039 [0.037, 0.042]

0.838 [0.833, 0.843]
0.058 [0.054, 0.062]
0.851 [0.847, 0.854]
0.040 [0.038, 0.043]

“These ANNs had five hidden nodes and were trained to 500 training iterations. The results were calculated at the 485th training iteration.

PPerformance measured by the .632+ bootstrap AUC values.
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FiG. 3. Average ANN performance measured on the independent validation
dataset when the ANNs were trained with noise injection of various noise
kernel standard deviation values. Empty circles represent the average AUC
values and error bars represent one standard deviation. Filled circles repre-
sent the average AUC values of ANNs trained with noise standard deviation
values estimated by maximizing Eq. (2), the vertical error bars represent one
standard deviation in the AUC values, and the horizontal error bars represent
one standard deviation in the selected noise kernel standard deviation val-
ues. The ANNS in (a) had 6 hidden nodes and their performance was mea-
sured at the 485th training iteration; the ANNs in (b) had 20 hidden nodes
and their performance was measured at the 1485th training iteration.

IV. DISCUSSION

In this study we compared the effect of noise injection,
weight decay, and early stopping on the overfitting problem
of ANNs. We showed that training ANNs with noise injec-
tion reduces overfitting and produces greater AUC values
with smaller standard deviations compared with training
ANNs without regularization. Weight decay performed simi-
larly: ANNSs trained with weight decay attained greater AUC
values with smaller standard deviations. Early stopping also
increased the AUC values and reduced the standard devia-
tion, but to a lesser extent than the other two methods. The
complexity of the ANN model did not appear to affect the
absolute performance from the three methods. We also found
that the algorithm14 for selecting the noise kernel standard
deviation value o was effective in reducing overfitting. The
automatically selected o values, with an average of 0.80, was
within the optimal range of 0.5-0.8 for the ANNSs of typical
complexity and 0.6-1.0 for the more complex ANNs and
produced near optimal AUC values. Our results agree quali-
tatively with other studies. >4 However, direct comparison
is difficult because other studies used the classification error
rate as the measure of classification performance, whereas
we used the more general and more meaningful AUC values
as the measure of classification performance.

Our results show both statistical significance and poten-
tially practical significance. The practical significance of an
increase in the AUC value of 0.02 or 0.04 depends on the
context of the classification problem. We have found, from a
survey of the medical literature, that reported improvements
in the AUC value from new diagnostic technologies are
rarely greater than 0.1, of which 0.04 is 40%.> In this con-
text, the improvement is not negligible. Further, our study
shows that the improvement in the AUC value from noise
injection is comparable to, or better than, that from the meth-
ods of weight decay (or Bayesian ANN) and early stopping.
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Early stopping and Bayesian ANN are methods known to be
effective for reducing overtraining. Therefore, our results
support the conclusion that noise injection is at least as ef-
fective as these known methods for reducing overtraining.
Finally, our results are statistically significant because the
standard deviations that we report (Tables I and III) include
variation in ANN performance due to different training
datasets, whereas the improvement in AUC represents an av-
erage improvement due to the different training methods. In
other words, the standard deviation values in the AUC are
not a measure of variations due to only each training method,
and we should not judge the magnitude of the average im-
provement in terms of that variability. Rather, we conducted
our statistical analysis based on the 95% Cls, which are cal-
culated from the standard errors, not the standard deviations.

A potential advantage of noise injection that we did not
study is the possibility of incorporating prior information of
the training data into the ANN training process. For example,
if the values of a particular feature were smaller than the
values of other features, then one could assign a smaller
noise kernel standard deviation value for this particular fea-
ture than those of other features. From a Bayesian viewpoint,
the noise kernels can be interpreted as “prior information” of
the data. BANNSs apply a specific constraint on ANN weights
via prior distributions but do not have a mechanism to do so
on the training data. Wright et al. 17.18 interpreted noise injec-
tion from a Bayesian viewpoint, but more research is needed.
In this study we assumed no specific prior knowledge of the
training data.

Figure 4 illustrates differences in the classification deci-
sion boundaries between ANNs trained with no regulariza-
tion, with noise injection, and with weight decay in terms of
two features from the US study. ANNSs trained without regu-
larization had decision boundaries with sharp corners, local
extrema, and strong gradients (i.e., decision boundaries that
are close to each other). Training ANNs with noise injection
removed local extrema, reduced the number and curvature of
corners, and reduced the gradients of the decision bound-
aries. Training ANNs with weight decay produced decision
boundaries that were similar to those attained with noise in-
jection, but generally with smaller gradients. These differ-
ences partially explain the small performance differences be-
tween ANNs trained with noise injection and those trained
with weight decay, and the larger performance differences
between ANNSs trained with noise injection and those trained
with no regularization.

In this study we were unable to use BANNs on small
datasets because the BANNSs failed to estimate the a value
automatically. While this problem has been addressed in the
literature,” the proposed BANN model is more complicated,
more computationally costly, and less frequently used than
the BANN model that we used in this study.8

In conclusion, we have shown that training ANNs with
noise injection using zero-mean Gaussian noise kernels and
automatically selected standard deviation values can reduce
overfitting. Our simulation studies and the breast US study
showed that training ANNs with noise injection outper-
formed training ANNs with early stopping and produced re-
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Feature 4

Feature 3

Feature 3

Feature 3

FiG. 4. Contour plots showing classification decision boundaries for (a) ANNs trained without regularization (i.e., overfitting), (b) ANNs trained with noise
injection, and (c) ANNs trained with weight decay. The ANNs were trained on a dataset of 50 cases drawn from the breast US dataset, and are shown for fixed

values of features 1 and 2.

sults comparable to or sometimes better than weight decay
and BANNSs. Furthermore, noise injection reduces overfitting
with a different mechanism than weight decay and BANNs
and noise injection can be used as an alternative to BANNs
for training ANNs. The possibility of using noise injection in
situations where specific prior information about the training
data can be incorporated into the injected noise is appealing
and warrants further study.
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