
Increasing the Time Step with Mass Scaling in Born-Oppenheimer
ab initio QM/MM Molecular Dynamics Simulations

Han Zheng, Shenglong Wang, and Yingkai Zhang1
Department of Chemistry, New York University, New York, NY 10003

Abstract
Born-Oppenheimer ab initio QM/MM molecular dynamics simulation with umbrella sampling is a
state-of-the-art approach to calculate free energy profiles of chemical reactions in complex systems.
To further improve its computational efficiency, a mass-scaling method with the increased time step
in MD simulations has been explored and tested. It is found that by increasing the hydrogen mass to
10 amu, a time step of 3 fs can be employed in ab initio QM/MM MD simulations. In all our three
test cases, including two solution reactions and one enzyme reaction, the resulted reaction free energy
profiles with 3 fs time step and mass scaling are found to be in excellent agreement with the
corresponding simulation results using 1 fs time step and the normal mass. These results indicate
that for Born-Oppenheimer ab initio QM/MM molecular dynamics simulations with umbrella
sampling, the mass-scaling method can significantly reduce its computational cost while has little
effect on the calculated free energy profiles.
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Introduction
To reliably simulate chemical reactions in enzymes and in solution not only requires a
reasonably accurate potential energy surface, but also needs extensive sampling due to the
complexity of the energy landscape. The free energy changes associated with the reactions are
not only better-defined for such systems, but also characterize the reactions better than potential
energies. One of the most promising approaches to meet both daunting tasks is Born-
Oppenheimer molecular dynamics (BO-MD) simulation with ab initio QM/MM potential and
umbrella sampling: a first principle quantum mechanical method is used to describe a small
region where the chemical reaction takes place, while a molecular mechanical force field is
employed for the rest of the system; at each time step, the atomic forces as well as the total
energy of the whole system come from the ab initio QM/MM approach [1-12] on-the-fly with
a converged SCF calculation, and Newton equations of motion are integrated; from a series of
biased simulations, the potential of mean force (PMF) along the reaction coordinate is obtained
with the weighted histogram analysis method (WHAM) [13-16]. This direct ab initio QM/MM
BO-MD approach provides an ab initio description of chemical bond formation and breaking
process, properly and explicitly models the rest of the system, and takes accounts of dynamics
of reaction center and its environment on an equal footing. In spite of the conventional wisdom
that such simulations would be computationally too expensive to be applicable for enzyme
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reactions, this state-of-the-art approach has been demonstrated to be feasible and successful in
elucidating the catalytic power of histone lysine methyltransferase SET7/9 [17], providing
insights into the methylation state specificity of histone lysine methylation [18] and
characterizing the Sir2 catalyzed nicotinamide cleavage reaction [19]. In the latter case, 720
ps B3LYP(6-31G*) QM/MM BO-MD simulations have been employed to study the SIR2
enzyme, in which the QM subsystem has 65 QM atoms and 560 basis functions while the MM
sub-system has more than 9000 atoms. This would represent a typical application that we would
be able to carry out with the currently available computational resources.

To further enhance the efficiency of ab initio QM/MM BO-MD simulations, it is of significant
interest to increase the time step so that the number of force evaluations can be reduced to
achieve the same simulation length. In classical MD simulations of molecular systems, the
employed time step typically is no larger than 1.0 fs, which is limited by the highest frequency
motion of bond variations in the system. One widely employed approach to increase the time
step to 2.0 fs is to remove bond-stretching variations by using a bond constraint algorithm,
such as SHAKE [20]. However, to constrain covalent bonds is not an option in QM/MM BO-
MD simulations of chemical reactions, which involve bond forming and breaking. Since atomic
motions are dependent on their masses, another intriguing approach is to scale atomic masses
to slow down the high frequency motions [21-24]. In principle, mass-scaling would not affect
the thermodynamic properties of the system although it would certainly lead to significant
change in its kinetic properties. In molecular systems, hydrogen atoms are the lightest and are
invariably involved in the fastest motions. For MD simulations with classical MM force field,
several mass-scaling schemes have been tested in combination with bond constraints [21-24].

In this work, we have explored the mass-scaling idea in ab initio QM/MM BO-MD simulations
and demonstrated that it is a promising approach to improve the computational efficiency in
calculating free energy barriers of chemical reactions in complex systems. Our results showed
that increasing the hydrogen mass to 10 amu, a simple mass scaling scheme which was
introduced by Pomes and McCammon [22], would allow a time step of 3 fs in ab initio QM/
MM MD simulations. For two solution reactions and one enzyme reaction, including Cl− +
CH3Cl, → ClCH3 + Cl− and  in aqueous solution,
and the monomethylation reactions catalyzed by the enzyme SET7/9, the calculated reaction
free energy profiles with 3 fs time step and mass scaling are found to be in excellent agreement
with the corresponding simulation results using 1 fs time step and the normal mass.

Methods
ab initio QM/MM BO-MD Simulation

In the QM/MM framework [1-3], the total energy of the system can be expressed as following:

(1)

where Eqm(QM) is the quantum mechanical energy of the QM subsystem and Emm(MM) is
the standard molecular mechanical interactions involving entirely atoms in the MM region.
Eqm/mm(QM/MM) is the QM/MM interaction between the QM region and MM region, which
can be casted as:

(2)

where three terms refer to the electrostatic, van der Waals and MM-bonded interactions
between the QM and MM regions respectively.
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In ab initio QM/MM calculations with electrostatic embedding, EMM-bonded(QM/MM),
Evdw(QM/MM) and Emm(MM) are typically calculated with a MM force field; the sum of
Eqm(QM) and Eele(QM/MM) are calculated with ab initio quantum mechanical calculations
with an effective Hamiltonian Heff,

(3)

(4)

where the last two terms describe the QM/MM electrostatic interactions, and Neff is the total
number of the electrons in the QM sub-system. In the pseudobond approach for the treatment
of QM/MM covalent interface [25,26], the effective core potential of boundary atoms would
be an additional term in Heff.

In ab initio QM/MM BO-MD simulations, the atomic forces as well as the total energy of the
whole system are calculated at each time step with the above formalism on-the-fly with a
converged SCF calculation, and Newton equations of motion are integrated.Thus it takes
accounts of dynamics of reaction center and its environment on an equal footing. The free
energy profile F(η) along a chosen reaction coordination can be obtained from the probability
distribution ρ(η) [27],

(5)

where kB is the Boltzmann constant, T is the absolute temperature, and ρ(η) is the probability
distribution, which represents the occurring frequency of configurations with a given value of
η among a canonical ensemble of structures. Due to the presence of large energy barriers along
η, it is impractical to directly carry out the ordinary MD or MC simulations to obtain an adequate
sampling of the probability distribution ρ(η). One of the most widely employed approach to
meet this challenge is the umbrella sampling method [28,29], which was initially introduced
by Patey, Valleau, and Torrey [30,31].

Umbrella Sampling and WHAM
In the umbrella sampling method [28-31], an artificial biasing potential ωi along a chosen
reaction coordinate would be added to the total energy of the system in order to either constrain
the simulation to sample a particular range more efficiently or flatten problematic barriers. The
biasing function often takes the form ωi(η) = ½k(η - ηi)2, where ηi denotes the value of
successive reaction coordinate that each biasing potential centers on. For each window, an
independent equilibrium simulation would be performed, spanning the relevant range of the
reaction coordinate. These simulations would result in a series of probability distribution
profiles (e.g. histograms) along the reaction coordinate, one from each window. However, these
histograms have been obtained using different biasing potentials, thus each of them needs to
be unbiased and subsequently can be combined together to obtain the unbiased free energy
profile. For this data analysis task, a widely employed approach is the weighted histogram
analysis method (WHAM) [32-38].
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In a canonical ensemble, the probability distribution along a reaction coordinate η can be
written as:

(6)

where R represents all the the spatial coordinates of the system, U(R) is the corresponding
energy, δ is the Dirac delta function, η’[R] is the reaction coordinate in the configuration R,
β = (kBT)−1, and the integrals are over all values of R.

For the ith umbrella simulation with the presence of a biased potential ωi(η), the corresponding

biased probability distribution  can be casted into the following form:

(7)

Here by defining 〈e-βωi(η)〉 = e-βfi, where fi is an unknown constant for the umbrella simulation
i, the unbiased probability density from the biased simulation i can be written as

(8)

We can see that  can be calculated from the simulation trajectory, ωi(η) is the known
potential function, and the only unknown parameter is the constant fi. In a typical umbrella
sampling simulation which employs N biased windows, a most widely employed and
successful approach to determine fi for each window and to combine all data together is the
weighted histogram analysis method (WHAM) [32-38]. In order to provide an optimal estimate
for the unbiased probability distribution as a η-dependent weighted sum over the N individual
unbiased probability distribution, WHAM employs an iterative method to solve the following
equation:

(9)

where N is the number of the umbrella windows and ni is the total configuration numbers of
the i-th window. Typically, by first giving an initial estimate of fi, where i ranges from 1 to N,
the above equation can be solved iteratively until all fi do not change. The resulted fi can be
employed to obtain the total unbiased probability distribution along the reaction coordinate
using the following equation:
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(10)

Mass Scaling Molecular Dynamics
The time step employed in molecular dynamics simulations is limited by the highest frequency
motion in the molecular system. One simple way to slow it down is to increase the mass of
light atoms. Although mass-scaling certainly would lead to significant change in its kinetic
properties, in principle it should not affect the thermodynamic properties of the system. Take
the free free energy profile as an example, Eq. 5 and 6 indicate that it only depends on the
potential energy of the system, and is independent of the kinetic part of the Hamiltonian. Thus,
it should be able to be obtained from mass-scaling molecular dynamics. For MD simulations
with classical MM force field, several mass-scaling schemes have been tested with bond
constraint [21-24], including mass tensor molecular dynamics, increasing the mass of hydrogen
atom, reducing the mass of non-hydrogen atoms, etc. In this work, by experimenting several
previously proposed mass-scaling schemes, it is found that increasing the mass of hydrogen
to 10 amu [22] is a very simple and efficient way for ab initio QM/MM BO-MD simulations
of chemical reactions with umbrella sampling. It would allow a time step of 3 fs and lead to
very little change in the simulated free energy profiles and structural properties in comparison
with corresponding simulations using 1 fs time step and the normal mass.

Computation and Results
We have implemented ab initio QM/MM BO-MD simulations with umbrella sampling and
mass scaling based on modified GAUSSIAN03 package [39] and TINKER4.2 [40].
Simulations have been carried out on two solution reactions and one enzyme reaction, including
Cl− + CH3Cl, → ClCH3 + Cl− and  in aqueous
solution, and the mono-methylation reaction catalyzed by the enzyme SET7/9. For each test
system, the only difference between the mass scaling simulation and the corresponding
conventional one is that in mass-scaling simulation the time step is 3 fs and the mass for
hydrogen is 10 amu while the conventional one uses 1 fs time step and the normal mass 1 amu
for the hydrogen atom. Other simulation details are the same which allows a fair comparison.
All umbrella simulations were performed in the NVT ensemble with the Berendsen thermostat
method for controlling the system temperature at 300 K. For each umbrella window, 30 ps
simulations were carried out and the last 20 ps trajectory has been used for data analysis.

First, we carried out HF/6-31G* QM/MM BO-MD simulations of the Cl− + CH3Cl →
ClCH3 + Cl− reaction in aqueous solution. This reaction has been extensively studied both
experimentally and theoretically [41-51], which has been an excellent system to test our
implementation and computational protocol. HF/6-31G* method has been employed, which
has been known to describe such methyl-transfer reactions well with a reasonable
computational cost [41,44-47,50]. The simulation protocol is very similar to the one in our
recent studies [52]. In the QM/MM calculations, the solutes were solvated with 796 water
molecules in a sphere of 15 Å radius and the TIP3P [53] water model was used. A spherical
boundary condition has been employed, in which solvent molecules within 13 Å sphere of the
sphere center were allowed to move during simulations. To prevent the solutes from moving
to the boundary, their center of mass was constrained to the center of the sphere. The reaction
coordinate Rc was defined as Rc = rCCl’ - rCCl, where Cl’ is the leaving atom. A total of 43
umbrella windows have been employed from -3.8 to 3.8 Å, with a harmonic force constant 50
kcal mol−1 Å−2. For this typical system with a relatively small QM sub-system, besides 1 fs

Zheng et al. Page 5

J Comput Chem. Author manuscript; available in PMC 2010 December 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



time step with the normal mass (1fs-H1) and 3 fs time step with 10 amu for H (1fs-H10), we
have also carried out simulations using 0.5 fs time step with normal mass (0.5fs-H1) and 2 fs
time step with 10 amu for H (2fs-H10). The computed free energy profiles are presented in
Fig. 1, and the four curves are almost indistinguishable. The calculated free energy barriers,
as listed in Table I, are also very consistent with each other. It is ranging from 26.1 ±0.1 kcal/
mol for the 0.5fs-H1 simulation to 25.7 ± 0.3 kcal/mol for the 3fs-H10 simulation, all of which
is in excellent agreement with the experimental value (26.6 kcal/mol [49]), as well as with
results from other calculation methods such as RISM/MD by Truong’s group (27.1 kcal/mol
[54]), and the Monte Carlo simulation with umbrella sampling by Jorgensen’s group (26.3±0.5
kcal/mol [50]). Meanwhile, as expected, the timing data in Table I indicates that the use of the
longer time step leads to the significantly less computational cost for accumulating the same
length of the ab initio QM/MM BO-MD simulation trajectory. We have also checked the
distribution of bond lengths at the transition state for all four simulations. As shown in Fig. 2,
both Cl-C and C-Cl’ bond distributions are very consistent among these four simulations, which
is reassuring that mass-scaling MD simulations would lead to very similar structural properties
as the corresponding simulations with the normal mass.

The second reaction we studied is the methyl transfer between  and NH(CH3)2 in water.
This reaction can be considered as a model for the methyl-transfer reaction catalyzed by histone
lysine methyltransferases (HKMTs) in water, and the free energy reaction barrier has been
measured experimentally [55]. To our best knowledge, there is no previous theoretical study
on this reaction. Our simulation protocol is very similar to the one for the first reaction. The
radius of the solvent water box is 15 Å, which contains 552 water molecules. The solutes are
treated with HF/6-31G* and water molecules are described by the TIP3P water model. The
spherical boundary condition (13 Å) was also applied. This methyl transfer reaction involves
the breaking of S - C bond C - N, and therefore the reaction coordinate Rc was defined by Rc
= rS-C - rN-C, where C is the carbon atom of the transfered methyl group. We have employed
22 umbrella windows, centered at -2.5, ... ,3.2 Å, with the harmonic force constant 70 kcal/
mol−1Å−2. The calculated free energy profiles are shown in Figure 3, which have converged
reasonably well and are very consistent with each other. The calculated free energy barriers
are 27.4±0.7 kcal/mol for the 1fs-H1 simulation and 27.0 ±0.8 for the 3fs-H10 simulation, both
of which are in good agreement with the experimental value of 28.1 kcal/mol [55].

Finally, we tested the mass-scaling simulation on the mono-methylation reaction catalyzed by
the histone lysine methyltransferase SET7/9, which involves the transfer of a methyl group
from AdoMet to the histone-lysine residue H3-K4. The corresponding ab initio QM/MM BO-
MD simulation with 1 fs time step and atomic normal mass has already been presented
previously [17]. Here the same simulation protocol has been employed for the 3fs-H10
simulation, and the resulted free energy profile is shown in Fig. 4. Comparing the curves
between the 3fs-H10 and 1fs-H1 simulations, again we can see that they are overlapping very
well. The calculated free energy barriers are 22.1±0.6 kcal/mol and 22.5±0.5 kcal/mol from
3fs-H10 and 1fs-H1 simulations respectively, and their difference is within the statistical error
of the sampling. These results indicate that the mass-scaling method is also applicable to ab
initio QM/MM BO-MD simulations of enzyme reactions.

Conclusion
In order to further improve the computational efficiency of ab initio QM/MM BO-MD
simulations, a mass-scaling method with the increased time step has been explored and tested.
Our results showed that increasing the hydrogen mass to 10 amu would allow a time step of 3
fs in ab initio QM/MM BO-MD simulations and lead to very little change in the simulated free
energy profiles and structural properties in comparison with corresponding simulations using
1 fs time step and the normal mass. Certainly, mass scaling would affect the dynamics of the
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system. Take water as an example, the increase of the hydrogen mass to 10 amu would decrease
the diffusion constant of water by 30 % [22]. However, it would not be a main concern as long
as the thermodynamic and structural properties are the main interests of the simulation.
Meanwhile, it is also worth to note that the diffusion constant of TIP3P water model is about
twice as large as the experimental value. These results suggest that the mass scaling method is
a simple and quite effective approach to improve the computational efficiency of ab initio QM/
MM BO-MD simulations.
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Figure 1.
The computed free energy profile for Cl− + CH3Cl → ClCH3 + Cl− reaction in water. Four
individual PMF curves obtained from different hydrogen atom mass and time steps have been
plotted, which are 1 amu with 0.5 fs, 1 amu with 1 fs, 10 amu with 2 fs, 10 amu with 3 fs,
respectively.
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Figure 2.
The C-Cl and C-Cl’ bond distributions at the transition state for Cl− + CH3Cl → ClCH3 +
Cl− reaction in water. Graph A, B, C, D indicate the C-Cl bond distributions for 0.5 fs and 1
fs with standard mass, 2 fs and 3 fs with modified hydrogen mass of 10 amu; Graph A’, B’,
C’, D’ point to the C-Cl’ bond distributions for the same set of simulations respectively.
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Figure 3.
The free energy profile for  reaction in condensed
phase at 300 K. The three solid curves represent the PMF obtained from the mass scaling MD
using the hydrogen mass of 10 amu with time step 3 fs from different time interval, which are
from 10 ps to 20 ps; 20 ps to 30 ps; 10 ps to 30 ps respectively. The dashed curve shows the
PMF obtained from the standard MD using the hydrogen mass of 1 amu with 1 fs time step.
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Figure 4.
The potential of mean force for the mono-methylation catalyzed by SET7/9. All the solid curves
are obtained from the simulations by applying hydrogen mass of 10 amu pair with 3 fs step
length. And corresponding to the black, red and green curves, the time period are from 10 ps
to 20 ps; 20 ps to 30 ps; 10 ps to 30 ps. The dashed blue curve is from the standard mass coupled
with 1 fs time step.
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Table 1

The summary of the free energy barrier (in kcal/mol) in solvent and computational cost for a 30 ps trajectory
( wall time in hours on running on a IBM PowerPC 970 computer cluster ) for the tested reactions

System Time Step Calc. FE Exp. FE Comput. Time

0.5 fs 26.1±0.1 130
Cl− + CH3Cl → 1 fs 26.0±0.2 66

26.6 [49]
ClCH3 + Cl− 2 fs 26.0±0.4 34

3 fs 25.7±0.3 23

NH(CH3)2 + S(CH3)3+→ 1 fs 27.4±0.7 456
28.1 [55]

NH(CH3)3+ + S(CH3)2 3 fs 27.0±0.8 161

1 fs 22.5±0.5 900
SET7/9 mono-methylation 20.9 [56]

3 fs 22.1±0.6 320
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