
An image-based reaction field method for electrostatic interactions
in molecular dynamics simulations of aqueous solutions

Yuchun Lin,1,2 Andrij Baumketner,1,a�,b� Shaozhong Deng,2 Zhenli Xu,2

Donald Jacobs,1 and Wei Cai2,a�

1Department of Physics and Optical Science, University of North Carolina at Charlotte, Charlotte,
North Carolina 28223, USA
2Department of Mathematics and Statistics, University of North Carolina at Charlotte, Charlotte,
North Carolina 28223, USA

�Received 28 April 2009; accepted 18 September 2009; published online 15 October 2009�

In this paper, a new solvation model is proposed for simulations of biomolecules in aqueous
solutions that combines the strengths of explicit and implicit solvent representations. Solute
molecules are placed in a spherical cavity filled with explicit water, thus providing microscopic
detail where it is most needed. Solvent outside of the cavity is modeled as a dielectric continuum
whose effect on the solute is treated through the reaction field corrections. With this explicit/implicit
model, the electrostatic potential represents a solute molecule in an infinite bath of solvent, thus
avoiding unphysical interactions between periodic images of the solute commonly used in the
lattice-sum explicit solvent simulations. For improved computational efficiency, our model employs
an accurate and efficient multiple-image charge method to compute reaction fields together with the
fast multipole method for the direct Coulomb interactions. To minimize the surface effects, periodic
boundary conditions are employed for nonelectrostatic interactions. The proposed model is applied
to study liquid water. The effect of model parameters, which include the size of the cavity, the
number of image charges used to compute reaction field, and the thickness of the buffer layer, is
investigated in comparison with the particle-mesh Ewald simulations as a reference. An optimal set
of parameters is obtained that allows for a faithful representation of many structural, dielectric, and
dynamic properties of the simulated water, while maintaining manageable computational cost. With
controlled and adjustable accuracy of the multiple-image charge representation of the reaction field,
it is concluded that the employed model achieves convergence with only one image charge in the
case of pure water. Future applications to pKa calculations, conformational sampling of solvated
biomolecules and electrolyte solutions are briefly discussed. © 2009 American Institute of Physics.
�doi:10.1063/1.3245232�

I. INTRODUCTION

Due to their long-range nature, Coulomb interactions
play a critically important role in computer simulations of
chemical and biological systems in condensed phase.1–6 A
diverse class of physical properties and processes studied in
computer simulations are affected by the treatment of the
long-range electrostatic interactions, including reaction rates,
equilibrium structures, electronic spectra, and charge separa-
tion and transfer.7–12 Over the past decades, a wide range of
approaches have been introduced to treat electrostatic inter-
actions that differ greatly in their conceptual framework,
complexity, and technical detail. The majority of these ap-
proaches can be broadly divided into implicit and explicit
categories.

In implicit solvation models, the solute is treated in
atomic detail while the solvent is modeled as a dielectric
continuum. The effect of solvent on the solute is modeled
through Poisson or Poisson–Boltzmann �PB� equations.13–16

A number of algorithms are available to solve the PB equa-
tion numerically, including finite-difference,17–19 finite-
element,20–23 and boundary-element methods.24–27 The main
motivation behind the development of these models is to
reduce the computational cost.28,15 With water molecules in-
tegrated out, implicit solvents present far fewer degrees of
freedom in computer simulations than the explicit solvents,
thus bringing down the associated computational cost. One
drawback is a demanding numerical implementation. Despite
much recent progress in developing finite-difference
methods19,29,30 and formulating approximate treatments,31 the
solution of a three-dimensional differential PB equation for a
macromolecule of arbitrary shape still presents a challenging
computational problem. Another difficulty lies in the ap-
proximate representation of discrete molecular solvent as a
continuum medium. Obviously, this approximation breaks
down on small length scales where the size of the water
molecule becomes important. Such a situation is encountered
in many implicit solvation models, where there is growing
evidence that the common description in which a sharp
boundary exists separating a low-dielectric medium of solute
and a high-dielectric medium of solvent is not adequate.32 A
more gradual transition between solute and solvent has been
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suggested as more appropriate.33 Another example where the
continuum description fails is the formation of a salt bridge
between oppositely charged amino acids in proteins that re-
quires participation of one water molecule.34 It is clear from
these examples that it would be advantageous for implicit
solvation models to treat some parts of the solvent explicitly,
namely, in atomic detail.

Explicit solvents represent entire simulated systems, sol-
ute and solvent, in atomic detail, assigning fixed charges to
all atoms present in the system. There are a number of ways
to compute interactions among charges in explicit solvents,
including simple cutoff methods,35 a variety of lattice-sum
methods such as Ewald summation,36,37 particle-mesh Ewald
�PME�38,39 or particle-particle particle-mesh,40,41 and fast
multipole methods �FMM�.42,43 Of these, the lattice-sum
methods are considered to be most accurate.35 Simulations in
explicit solvents are performed under periodic boundary con-
ditions �PBCs� to avoid surface effects. Technically, this
means that instead of considering one, central simulation
box, an infinite number of identical boxes are distributed
throughout physical space on a lattice. Periodicity eliminates
the boundary of the box and thus makes it possible to obtain
bulk properties of the simulated material. It also induces ar-
tifacts resulting from the interactions between particles that
are located in different images of the box. For small sizes of
box L these interactions may become significant given the
long-range nature of the Coulomb forces.44,45 In the limit of
L→�, these artifacts vanish, making increasing the size of
the simulation box a good strategy for reducing the period-
icity artifacts in lattice-sum simulations. Although large L
improve accuracy, they also increase the computational cost
of the simulations, negatively affecting their practical use. At
present, the periodicity-induced artifacts in explicit solvent
simulations are not well understood.46 In homogeneous me-
dia where the size of the constituent molecules is much
smaller than the size of the simulation cell, such as pure
solvents, they are not significant. Important thermodynamic
and dynamic characteristics of liquid water including diffu-
sion coefficient47 and dielectric constant48 were seen to be
insensitive to the size of the simulation box for sufficiently
large boxes. In simulations of solvated macromolecules, on
the other hand, the artifacts might be substantial.49 It was
reported recently44 that increasing L reduces the stability of a
short alanine-based �-helical peptide. While the exact
mechanism of this destabilization remains unclear, with poor
equilibration suggested as one possible reason,45 the direct
interactions between periodic peptide images cannot be ruled
out.49 A distinct advantage of implicit solvents is that they do
not require PBCs and thus are not affected by periodicity
artifacts.

Considering their complementary strengths, a promising
strategy to design better solvation schemes is to combine in
one model elements of both implicit and explicit approaches.
Receiving much recent attention,50–52 this research strategy
led to the development of numerous explicit/implicit models,
also referred to as hybrid. All hybrid models share a common
design principle: a central part of the simulated system con-
taining the solute and some solvent is considered in atomic
detail while the remaining part is treated as dielectric con-

tinuum. These two parts are separated by a buffer layer in
which molecules are treated atomically but they experience
forces different from those present in the central part. There
are two types of potentials that apply to the charges in the
explicit solvent part. First, it is the direct Coulomb potential
through which they interact with one another, �S. Second, it
is an indirect potential that results from the polarization of
the continuum solvent region by the explicit solvent charges
and is referred to as reaction field, �RF. The total potential
inside the explicit solvent region is expressed as �=�S

+�RF.
The major difference among hybrid electrostatic solva-

tion models concerns how �RF is computed. In one group of
models, the geometry of the explicit part is assumed arbitrary
and the reaction field is obtained either by solving the PB
equation directly53 or by using an approximate theory for
such solutions.51,54 Both cases involve extensive numerics
and thus tend to be computationally expensive. A much
larger group of methods50 takes advantage of the exact solu-
tions that exist for select solute geometries such as a sphere
or a plane.55 Most common in hybrid models56–58 is the
spherical geometry for which a series expansion of the reac-
tion field was developed by Kirkwood.59,60 Although, in
theory, this expansion produces reaction fields of arbitrary
accuracy, its convergence is slow near the sphere boundary,
making its practical applications problematic. An alternative
approach is to employ the method of image charges,61 where
the reaction field appears to be created by one or more ficti-
tious charged particles, or image charges, located outside of
the region where the potential is computed. The result is a
considerable improvement in accuracy and speed of the re-
action field calculations. Friedman62 was first to apply the
image charges method in the context of the solvation prob-
lem. He derived an approximation for charges placed in a
spherical cavity embedded in a medium with dielectric per-
mittivity �, which uses one image charge to reconstruct the
reaction field with an accuracy of up to O�1 /��. In the media
with high dielectric constant, such as water, this approxima-
tion is sufficiently accurate and it becomes exact in the me-
tallic boundary limit �→�.

Due to its favorable accuracy-to-cost ratio, the Friedman
image approximation has been extensively used previously
in implicit and hybrid explicit/implicit solvation models.37,63

Within the hybrid solvation approach, several groups64–67 in-
dependently proposed models in which solutes are encapsu-
lated in spherical nanodroplets filled with molecular solvent.
To keep the solvent molecules inside the droplets, repulsive
boundary potentials are applied. How the simulated systems
are affected by these potentials is extremely important. As
the main purpose of solvation models is to mimic the bulk
properties of the solvent, it is desirable that their effect be
minimal. This is not always the case in the studies published
to date. In all reported simulations on liquid water, for in-
stance, strong surface effects were seen.64–67 Opinions about
how to deal with these effects differ. Some papers find that
they can be fully or partially removed65,67 by carefully ad-
justing the parameters of the boundary potentials.
Others32,64,66 failed to find such optimal parameter sets, ar-
guing instead that the droplet model is not suitable for the
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simulations of bulk properties. Regardless of whether the
bulk behavior emerges or not in nanodroplets, the need to
adjust parameters becomes a major inconvenience in this
model, hampering its use as a general simulation tool.

The discussion above points out two major weaknesses
in the current hybrid solvation methods based on the image
charges reaction field approach. �I� The Friedman expression
for �RF is approximate. For systems with moderate �, its
accuracy may not be sufficient. For a general-purpose solva-
tion model, it is highly desirable that the reaction field can be
computed with arbitrary accuracy for any �. �II� The surface
effects either are non-negligible or cannot be removed easily.
If a solvation method is to be applied on a wide scale and to
a diverse class of systems, the surface effects need to be
eliminated completely. In this paper we develop a new hy-
brid explicit/implicit solvation model that overcomes both
these difficulties.

Toward the first difficulty, we showed in a number of
recent publications68–70 that better approximations for the re-
action field of spherical cavities can be constructed using
multiple image charges. These approximations are based on
numerical quadratures of the line image charges represen-
tation,71–74 in which the locations of the point image charges
are selected on the basis of the Gauss–Radau quadrature
points. The number of image charges Ni controls the accu-
racy of the approximations for varying �. While for high �
one image charge might be sufficient, media with low � re-
quire a larger number Ni. In a comparative analysis, the
multiple-image method is more than an order of magnitude
faster than the Kirkwood expansion at the same level of ac-
curacy. When combined with the FMM,42,43 the multiple im-
age approximation has the potential to calculate electrostatic
interactions for N charges inside the spherical cavity in O�N�
operations. In addition to pure solvent, our multiple-image
method was extended to ionic solutions.69,70,75

To address the second difficulty, we apply PBCs for non-
electrostatic interactions, which are the best method to sup-
press surface effects in computer simulations. The PBCs
have been successfully employed in the context of the reac-
tion field calculations previously,55,58,76–79 so their use in the
present work is justified. The spherical geometry of the re-
action field cavity dictates the choice of the simulation cell
type. We use a truncated octahedron �TO� in our model as it
offers one of the best cost per simulated particle ratios
among different types of cell geometries. Full description of
the proposed solvation model is presented in the first part of
the paper, Sec. II.

The second part, Sec. IV, is concerned with the applica-
tion to pure water. We chose water to validate our model
because it is the primary solvent in all biological processes.
Our ultimate goal is to investigate problems of biological
importance such as protein folding or aggregation. If a sol-
vation model works well for pure water, there is a high like-
lihood that it will also work for solutes immersed in water.
This is why so many previous electrostatics methods focused
on this solvent.55,58,66,77,78,80,81 Our model depends on three
main parameters: the size of the spherical cavity, the thick-
ness of the buffer layer, and the number of image charges
that are used for the reaction field calculations. The effect of

these parameters is systematically investigated for many
structural, static, and dynamical properties of water. Based
on these investigations, we derive minimal values of param-
eters that produce pair distribution functions, diffusion coef-
ficient, and dielectric permittivity of the studied water model
in very good agreement with the results of the PME calcula-
tions. Our conclusions and outlook are presented in Sec. V.

II. THEORY

A. Reaction field in the multiple-image charges
approach

Our model for computing reaction fields is based on the
spherical geometry of the solute. Consider a local volume �
of spherical shape and dielectric permittivity �i embedded in
an infinite solvent of dielectric permittivity �o, as shown in
Fig. 1. The total electrostatic potential ��r� in this setting
satisfies the following PB equation:

�i�
2��r� = − �in�r�, r � Vin, �1a�

��2 − �2���r� = 0, r � Vout, �1b�

where the charge distribution �in�r�=�iqi��r−ri� inside Vin

contains all explicit charges of the solute and solvent mol-
ecules, and � is the inverse Debye–Hückel screening length.
In the pure solvent �=0, while in solutions with nonzero
ionic strength ��0. On the interface, the continuity of the
tangential component of the electric field and the normal
component of the displacement field requires that

�in = �out and �i
��in

�n
= �o

��out

�n
, �2�

where n is the outward normal of the surface of �, and �in

and �out are the values of the potential inside and outside the
cavity, respectively.

We will focus our discussion in this section on a single
charge q placed at position rs inside the cavity, as solution to
Eq. �1� for multiple source charges can be obtained using the
linear superposition principle. The solution of Eqs. �1� and
�2� at position r inside the cavity Vin can be written in terms

x

z

θ

a

r

rs

Vin

Vout

εi

εo

( q3’,r3 )
(q,rs)

( q2’,r2 ) ( q4’,r4 )

( qK’,rK )

FIG. 1. An illustration of how the multiple-image method is applied to
compute reaction field in a spherical cavity Vin embedded in the solvent bath
Vout. The radius of the sphere is a, the dielectric permittivity inside the
sphere is �i, and that outside of it is �o. The polarization of the solvent Vout

by the source charge q at position rs results in the reaction field �RF�r ,	�
that is approximated by the potential created by auxiliary charges, referred
to as image charges, qK� , qi�, i
2, located at positions rK, ri, i
2, respec-
tively. The total number of image charges Ni controls the accuracy of the
approximation, as explained in the main text. The Friedman model �Ref. 62�
corresponds to having one image charge qK located at rK.
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of the primary field �S, which results from the source
charge, and the reaction field �RF, which is created by the
source-induced polarization of the solvent in Vout. The total
potential is expressed as �=�S+�RF. For the case of a
spherical cavity with radius a, �RF inside the cavity is given
by the Kirkwood expansion,59 which in the pure solvent case
�=0 is

�RF�r,	� =
q

4��ia
�
n=0

�
��i − �o��n + 1�
�in + �o�n + 1� � rrs

a2 �n

Pn�cos 	� ,

�3�

where Pn are the Legendre polynomials, and 	 is the angle
between vectors rs and r, respectively.

The Kirkwood expansion converges quickly for small
values of r /a�1 and becomes exact at r=0. This property
has been exploited in some reaction field-based methods of
electrostatic interactions.76,78 There are problems,58 however,
where �RF is computed over the entire cavity Vin, requiring a
large number of terms in Eq. �3�. As a result, slow conver-
gence is a major limitation of the Kirkwood series in practi-
cal computer computations. To overcome this limitation,
Friedman proposed in 1975 to apply the electrostatics
method of image charges to the problem of the dielectric
sphere. The method partially sums up the series in Eq. �3�,
resulting in an approximation that represents �RF at an arbi-
trary r as generated by a fictitious charged particle located
outside of the sphere and referred to as an image charge. The
approximation is accurate up to the order of �i /�o, which for
typical values of �i=1 and �o=80 results in 1% error. The
error is set to grow if a system with low dielectric constant �o

is considered, such as mixtures of solvents or solvents in the
supercritical state. Due to its simplicity, the Friedman image
method has been widely used in literature.64–67 Not much
work has been done, however, to improve it. We revisited
this method recently,68 in an effort to derive an expression
that has an arbitrary accuracy and applies to a wide range of
ratios �i /�o. Our approach is based on the work of
Neumann,73 where he gave the electrostatic potential in
terms of a Kelvin image charge �similar to that for a conduc-
tor� plus a line image charge on a ray extending radially from
the Kelvin image charge to infinity. We obtained an
expression68 based on Gauss–Radau quadratures that repro-
duces the reaction field of the line image charge by a set of
discrete image charges. Briefly, the derivation is as follows.

First, let rK=a2 /rs represent the location of the classic
Kelvin image charge and qK=aq /rs be its charge, where
= ��i−�o� / ��i+�o� and rs is the position of the source
charge as shown in Fig. 1. Then, Eq. �3� can be written as

�RF�r� =
qK

4��irK
�
n=0

� � r

rK
�n

Pn�cos 	�

+
�q

4��ia
�
n=0

�
1

n + �
� r

rK
�n

Pn�cos 	� , �4�

where �=�i��i−�o� / ��i+�o�2 and �=�o / ��i+�o�. The first
series in Eq. �4� is identified as the potential of the Kelvin
image charge, namely,

V�qK,rK;r� =
qK

4��i�r − rK�
. �5�

Using the integral identity

1

n + �
= rK

n+�	
rK

� 1

xn+�+1dx , �6�

which is valid for all n
0 when ��0, we can rewrite the
second series in Eq. �4� as

�q

4��ia
�
n=0

�
1

n + �
� r

rK
�n

Pn�cos 	�

= 	
rK

� 
 q��x�
4��ix

�
n=0

� � r

x
�n

Pn�cos 	��dx , �7�

which can now be thought of as the potential created by a
line image charge73,68

q��x� =
�q

a
� x

rK
�−�

, rK � x . �8�

Therefore, the reaction field inside the cavity �RF�r� is given
by the sum

�RF�r� = V�qK,rK;r� + 	
rK

�

V�q��x�,x;r�dx . �9�

Next, to evaluate the integral in Eq. �9�, we construct
discrete image charges by employing the Gauss–Radau
quadrature, yielding

�RF�r� �
qK

4��i�r − rK�
+ �

m=1

Ni qm�

4��i�r − rm�
, �10�

where the magnitude and the location of all discrete image
charges are defined as

qm� =
�i��i − �o�

2�o��i + �o�
�mrm

a
q, rm = rK� 2

1 − sm
�1+�i/�o

. �11�

Here, �m ,sm�m=1
Ni are the Gauss–Radau quadrature weights

and points.68 Table I contains the Gauss–Radau quadrature
weights and points for Ni=1, 2, and 3. Furthermore, since
s1=−1 and consequently r1=rK, the classical Kelvin image
charge qK and the first discrete image charge q1� can be com-
bined, leading to

TABLE I. Gauss–Radau points and weights for Ni=1, 2, and 3.

Ni sm �m

1 �1.000 000 000 000 00 2.000 000 000 000 00
2 �1.000 000 000 000 00 0.500 000 000 000 00

0.333 333 333 333 33 1.500 000 000 000 00
3 �1.000 000 000 000 00 0.222 222 222 222 22

�0.289 897 948 556 64 1.024 971 652 376 84
0.689 897 948 556 64 0.752 806 125 400 93
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�RF�r� �
qK�

4��i�r − rK�
+ �

m=2

Ni qm�

4��i�r − rm�
, �12�

where

qK� = qK + q1� = �1 +
�1�i

2�o
�qK.

For convenience, in this paper qK� is referred to as the modi-
fied Kelvin image charge and the reaction field method using
only qK� �namely Ni=1 and �1=2� as the modified Friedman
image method.

An illustration of how image charges are constructed for
a source charge at position rs is shown in Fig. 1. The number
of image charges Ni controls the accuracy of the approxima-
tion: the greater the number Ni, the better the approximation.
Large Ni also add to the computational cost of the problem.
Fortunately, the image charges admit treatment by the
FMM.42,43 We showed previously68 that an O�N� complexity
can be achieved in the calculation of electrostatic potential of
N charges inside a dielectric sphere with the combination of
the FMM and the method of image charges. Our image
charge formulation is general and permits computation of
�RF with arbitrary accuracy at any point r inside the cavity
and for any ratio of the solute and solvent dielectric permit-
tivities �i /�o.

B. Integration of the reaction field model with
molecular dynamics simulations

1. Role of the buffer layer between explicit and
implicit solvents

As Eq. �5� shows, the reaction field diverges if the probe
charge is at the boundary r=a. To prevent the electrostatic
forces from growing too high and breaking the simulation
algorithm when particles approach the boundary, droplet sol-
vation models65,66 employ radii with which reaction fields
are computed that are slightly greater than the radii used for
the repulsive boundary potential. A similar effect is achieved
by the procedure of Alper and Levy58 who install cutoffs for
the forces. The mathematical model that arises from consid-
ering two different radii for one spherical cavity is illustrated
in Fig. 2�a�. The central cavity of a radius Rc, the equivalent
of the confining radius, is seen to be separated from the
dielectric continuum with permittivity �o by an empty buffer
layer of thickness �. The radius used for the reaction field
calculations in Eq. �12�, which is where the continuum di-
electric begins, is a=Rc+�. As the goal of a hybrid solvation
model is to correctly represent bulk solvent, the presence of
a vacuum layer is not desirable. For � on the molecular size
scale, the model shown in Fig. 2�a� clearly deviates from the
physical system it is meant to represent. An intuitive way to
improve this model is to eliminate the vacuum by filling up
the buffer layer with water. The resulting scheme is shown in
Fig. 2�b�. Now, the reaction field is generated by charges
with the radius r�Rc+� but it acts only on the charges
within radius Rc. The advantage is that a more realistic rep-
resentation of the bulk solvent is achieved for arbitrary
buffer thickness �. For large �→�, the proper limiting be-

havior is recovered, where the implicit solvent outside of the
spherical cavity of a radius Rc is replaced by the explicit
solvent.

Although the buffer layer is originally introduced to re-
move the mathematical singularity at r=a, it has a more
general use. The boundary between explicit and implicit sol-
vents is modeled as a sharp transition from �i to �o. Clearly,
this mathematical representation has its limitations, as the
discrete jump in dielectric constant is unphysical. One of the
limitations is the divergence in the reaction field at r=a, but
there are others. To find out how the sharp boundary approxi-
mation affects electrostatics not only at the boundary but also
in its proximity, we tested how forces computed by the im-
age charges method for the model shown in Figs. 2�a� and
2�b� differ from those obtained in an all-atom simulation
under PBC. A simulation for liquid water in a large simula-
tion box was performed for this test using the moving-
boundary reaction field method.76 We find that the deviation
computed as a function of the distance from the center of the
sphere r �data not shown� is negligible for small r but be-
comes significant when r approaches the boundary a. As
expected, the model with the buffer filled with solvent shown
in Fig. 2�b� produces much smaller deviations than the
model with the vacuum buffer, Fig. 2�a�. Importantly, the

(a)

(b)

FIG. 2. Cartoons illustrating how a buffer layer surrounding a spherical
cavity can be introduced. In �a�, the reaction field computed at the boundary
between explicit and implicit solvents r=Rc diverges. To avoid this singu-
larity, it is common to compute reaction field for particles within Rc using a
slightly larger radius Rc+�. The result is the creation of a vacuum layer of
thickness � between explicit and implicit solvents. For nonzero �, this math-
ematical model differs strongly from the underlying physical system. In �b�,
the buffer layer is filled with solvent; water molecules within radius Rc

experience reaction field generated by the molecules within Rc+�. Even for
large �, the model correctly represents homogeneous solvent.
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decay of the force deviation is gradual and takes over 4–6 Å
to fall off appreciably. What this test shows is that the effect
of the boundary is not limited to the boundary itself. Strong
surface effects, manifested in different electrostatic potential
generated by the spherical cavity model and that observed in
the bulk molecular solvent, are detected at an appreciable
depth into the explicit solvent. It is clear, therefore, that these
surface effects are the intrinsic property of the employed
model and will persist whenever a sharp transition between
two dielectric media is present. It is possible to mitigate the
impact of the surface in electrostatic forces by manipulating
other interactions, such as boundary repulsive potentials for
instance in the droplet models of solvent.32,64–67 This ap-
proach, however, is system specific. It requires different sets
of parameters for different sizes of the spherical cavity or
different compositions of the solvent. This presents a signifi-
cant obstacle toward the adoption of the model as a general-
purpose simulation tool. In this paper we pursue a different
approach. We adopt the buffer layer as a means to reduce the
surface effects. As Fig. 2�b� shows, charges inside the radius
Rc will not feel the presence of the surface if � is large
enough. We therefore treat � as an adjustable parameter that
needs to be determined phenomenologically. Importantly,
this parameter is specific to the type of the explicit-implicit
solvent interface and thus needs to be set only once, since the
same interface is used in all solvation simulations.

2. Choice of boundary conditions

In the previous section we discussed the treatment of the
dielectric boundary. In this section we focus on boundary
conditions as they apply to other potentials, primarily disper-
sion forces between solvent molecules and their surround-
ings. There are several strategies to treat the explicit-implicit
boundary. First, it can be fixed in space, creating a finite-size
cavity filled with solvent, or a droplet. Repulsive potentials
are applied at the wall of the droplet to prevent the escape of
the solvent and solute molecules. The fixed-boundary ap-
proach has been implemented in the context of the Kirkwood
expansion,56,57 the Friedman expansion,32,64–67 and where the
reaction field is computed numerically.82 The boundary po-
tentials play an important role in this approach. In all the
reported models, they have to be carefully adjusted so as the
properties of the finite simulated system match those of the
bulk solvent. However, such adjustments were not successful
in all cases.32,66 Notably, after extensive manipulations of the
boundary potential, Wang and Hermans66 concluded that the
droplet model of water cannot reproduce accurately the bulk
value of the dielectric constant, obtained independently in
lattice-sum simulations. A similar conclusion regarding the
dielectric response of a confined solvent is reached by Blaak
and Hansen32 for a model dipolar liquid. As we have already
mentioned, the need to adjust parameters is a serious limita-
tion of the droplet models, regardless of whether they lead to
the bulk behavior or not.

The second strategy of applying the spherical cavity
model is to use a separate sphere for each simulated charge,
or a group of charges, resulting in the moving-boundary re-
action field method.76,78,80,83 This method takes advantage of
the exact solution for the electric field in Eq. �3� and admits

the use of the PBC, which is the best technique currently
available to eliminate the surface effects. Unfortunately, the
moving boundary implies translational invariance of the
simulated system, which consequently requires that the mod-
eled medium be homogeneous. Systems that contain strong
inhomogeneities, for example, solutes, are not accurately de-
scribed by the moving-boundary reaction field method.

The third approach combines the PBC in the simulation
cell with the fixed boundary in the spherical cavity.58 This
allows nonhomogeneous systems to be simulated with mini-
mal surface effects and thus presents a significant advance
over the other two methods. We pursue the periodic bound-
ary strategy in the present work. We start with the model of
Alper and Levy58 and further improve it so that it can prop-
erly reproduce the bulk properties of liquid water. Figures
3�a� and 3�b� show two possible ways in which the spherical
cavity can be integrated with the cubic simulation box. First,

(b)

(a)

FIG. 3. Cartoon explaining how the spherical cavity can be integrated with
the cubic simulation box under PBCs. In �a�, the radius of the sphere is
smaller than half the length of the simulation box. Charges within radius Rc

experience reaction field computed by the method of image charges. Elec-
trostatic interactions for all other particles in the simulation box are com-
puted by a different method, for instance straight cutoff. The result is a
coexistence of two different regions of water in one simulation box. Due to
different pressures in these regions, neither will resemble bulk water. In �b�,
the radius Rc is increased to enclose the entire simulation box. The advan-
tage is that all particles are treated by the same electrostatics method.
Shaded areas highlight particles within Rc+� radius that are not unique but
result from periodic imaging from the central simulation box. In both
schemes, a solute placed at the center of the sphere avoids electrostatic
interactions with its periodic images.
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the radius Rc can be chosen smaller than half the length of
the box L /2. Electrostatic forces acting on particles within
the sphere are computed using the image charges method
�that employs the buffer layer ��, as shown in Fig. 3�a�. All
other particles need to be treated by some other method, for
instance cutoff truncation.58 No matter how close two elec-
trostatics schemes are, they can never be identical. This re-
sults in the coexistence of two different regions of water
within one simulation box, each described by a slightly dif-
ferent potential. The coexistence requires that the two re-
gions have identical pressure. It is practically impossible,
however, to ensure that different potentials produce the same
pressure for a given particle density. Small differences will
always remain. The result is that particles in the simulation
box will begin to migrate from one region to the other in
order to equilibrate the pressure. As a consequence, the den-
sity in both regions will deviate from the starting density.
Eventually, neither region will properly represent the bulk
solvent from which the simulation is started. We verified in
simulations that this scenario actually takes place. We used
the standard moving-boundary reaction field method to com-
pute electrostatic forces for the particles outside of the
spherical cavity. This method is in very good agreement for
many structural and dynamic properties of liquid water with
more accurate lattice-sum methods.80 Nevertheless, we were
unable to find a set of parameters in the context of the model
shown in Fig. 3�a� that would reproduce the bulk properties
of water satisfactorily. Our conclusion is that this model is
not suitable for high-quality solvation studies.

To avoid the coexistence problem, it is necessary to treat
all particles present in the system with one electrostatics
method. This can be done by extending the spherical cavity
model to include all particles in the simulation box as shown
in Fig. 3�b�. The radius Rc has to be increased to reach the
furthest point in the box from the center of the sphere, which
is a corner in the case of a cube. Due to the difference in the
geometry between a sphere and a cube, this necessarily
means that some particles within Rc radius will not be unique
but rather periodically imaged from the nearest copies of the
simulation box. The dark-shaded areas in Fig. 3�b� illustrate
how two periodic images are created. The light-shaded areas
display all imaged parts within the simulation box. The cen-
tral part is not imaged and thus serves as the “productive”
region of the simulation box. Its size is determined by the
difference in the distance between the furthest and nearest
points in the simulation box to the center. A solute molecule
placed in this region will experience no electrostatic interac-
tions with its periodic image copies. If the central region is
large enough to also include the nearest solvation shell, the
mathematical model shown in Fig. 3�b� will be an accurate
representation of a solute embedded in an infinite bath of
solvent. This is the major advantage of the electrostatics
method proposed in this work over lattice-sum methods in
which solute-solute interactions are always present through
image copies.

3. Simulation box type

We used the example of a cubic box in the previous
section for illustrative purposes. This type of box, however,

is not among the best in terms of maximizing the size of the
productive region. Box types that have a more spherical
shape are desirable. In this work we focus on the truncated
octrahedron geometry. The design of our model is explained
in Fig. 4. The TO � is built from a cube of length L by
cutting eight corners at a distance �1 /4�2�L from the center
of its sides. Figure 4 shows that the cross section of the TO
in the XZ plane if the cubic box, from which it is created, is
centered around the origin. The simulation box has 14 faces,
including 8 hexagonal faces, 6 square faces, and 24 corners,
all of which are equivalent. The distance from the origin to
the square face is �1 /2�L, to the hexagonal face ��3 /4�L, and
to the corners Rc= ��5 /4�L. There are 14 nearest neighbors
of the central simulation box, each resulting from a transla-
tion through an appropriate side of the TO. Particles in these
neighboring boxes that are at a distance Rc+� or less from
the origin form a buffer layer around the central simulation
box, which we refer to as region III. Together with the simu-
lation box �, the buffer layer forms the local volume of
spherical cavity �. All charges in � contribute to the reaction
field, computed using the image charge method. The par-
ticles inside the simulation box that give rise to region III
through translations are denoted as region II. The remaining
particles in �, which are not periodically imaged, are labeled
as region I. This region is the productive part of the simula-
tion box in which a solute may be solvated without causing
any artificial electrostatic solute-solute interactions. The size
of this region d can be determined by comparing the points
of furthest and nearest separation of particles in � from the

FIG. 4. A representation of the model proposed in this work to treat elec-
trostatic interactions of a solute molecule embedded in solvent under PBCs.
The TO simulation box � is placed inside a spherical cavity with radius Rc.
The sphere, together with the buffer layer of depth �, forms a larger cavity
�. Charges in � generate reaction field that acts on the charges in the simu-
lation box �. Shown as hatched area is region III which consists of charges
with radius less than Rc+� that are nearest periodic images of �. Particles in
� that have images in � make up region II. The remaining, nonimaged
particles in the simulation box form region I. The size of this region can
accommodate solute molecules of a maximum diameter d=L��3− ��5 /2��
−2�, indicated as a broken line.
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center of the box. For a TO shown in Fig. 4, d=L��3
−�5 /2�−2�=0.61L−2�. The same quantity for a cubic box
is d=L�2−�3�−2�=0.27L−2�. Comparing these two quan-
tities demonstrates the advantage of using the TO geometry.
For L=45 Å and �=5 Å, for instance, the TO box allows
simulations of solute molecules with diameter �17 Å.
These same parameters in a cubic box result in d=2 Å,
which is meaningless from the molecular size point of view.

4. Fast-multipole method for image charges

To evaluate the electrostatic forces within the simulation
box �, we use the FMM. In the simplest implementation,
such evaluation can be carried out with a single FMM run by
including into the FMM box all charges within the box �,
plus their periodic images in region III and all image charges
outside the cavity �, with all charges being taken as acting in
a homogeneous medium of dielectric permittivity �i.

68,69

However, since the image charges outside the cavity � are
highly nonuniformly distributed, especially for the image
charges of those charges close to the center of the box �,
such a direct application of the FMM is not efficient. Con-
sidering that only the force within the simulation box �
needs to be evaluated, a simple but more efficient way would
be to calculate the interaction between the charges in � and
the periodic/image charges far away from � directly by the
so-called local expansion.

More specifically, we introduce another reference sphere
Sr of radius �Rc centered at the origin with ��1, as shown
in Fig. 5. The evaluation of the field within the TO box �
due to the charges inside this reference sphere is carried out
by an adaptive FMM. For all periodic/image charges outside
this reference sphere, the potential field at a point r
= �r ,	 ,�� inside the box � generated by these periodic/
image charges can be described by a local expansion70

��r� � �
j=0

p

�
k=−j

j

Lj
kY j

k�	,��rj , �13�

where p is the local expansion order, Y j
k�	 ,�� are the spheri-

cal harmonics, and Lj
k are the local expansion coefficients

given by

Lj
k = �

l=1

M

q̂l

Y j
−k��l,�l�

�l
j+1 . �14�

Here, q̂l , l=1,2 , . . . ,M are the periodic/image charges out-
side Sr with ��l ,�l ,�l� being their locations. Consequently,
the force f�r�= �fx�r� , fy�r� , fz�r�� exerted on a particle q at
r= �r ,	 ,�� inside � by these periodic/image charges can be
calculated by84

fx�r� = − q
�

�x
��r� = − q Re�H2 − H3� , �15�

fy�r� = − q
�

�y
��r� = − q Im�H2 + H3� , �16�

fz�r� = − q
�

�z
��r� = − q�H0 + 2 Re�H1�� , �17�

where Re�¯ � and Im�¯ � represent the real part and the
imaginary part of a complex number, respectively, and
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j=1

p

jLj
0Pj−1�cos 	�rj−1,

H1 = �
j=1

p

�
k=1

j−1

�j + k�Cj
kLj

keik�Pj−1
k �cos 	�rj−1,

H2 = �
j=1

p

Lj
0ei�Pj−1

1 �cos 	�rj−1

+ �
j=1

p

�
k=1

j

Cj
kLj

kei�k+1��Pj−1
k+1�cos 	�rj−1,

H3 = �
j=1

p

Cj
−1Lj

1Pj−1�cos 	�rj−1

+ �
j=1

p

�
k=2

j

Bj
kCj

kLj
kei�k−1��Pj−1

k−1�cos 	�rj−1,

and

Bj
k = �j + k��j + k − 1�, Cj

k =��j − k�!
�j + k�!

.

III. COMPUTATIONAL DETAILS

A. Molecular dynamics simulations

In this work, we use TIP3P �Ref. 85� all-atom model to
characterize properties of bulk water. All molecular dynam-
ics simulations and trajectory analysis were performed by an

FIG. 5. A representation of the adapted-FMM method with a local expan-
sion. A reference sphere Sr of radius �Rc is centered at the origin with �
�1. The evaluation of the field within � due to the charges inside Sr is
carried out by an adaptive FMM. For all periodic/image charges outside Sr,
the field at a point inside � generated by these periodic/image charges can
be calculated by a local expansion. See the main text for the details.
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in-house software, which was specifically written for this
project. For the FMM implementation, however, we adopt
the free software KIFMM developed by Ying et al.86 using a
kernel-independent adaptive FMM. In all simulations, the
maximum number of levels in the FMM computation tree
and the maximum number of points allowed in a leaf box of
the tree were set to 10 and 150, respectively. The parameter
that controls the accuracy was set to 4 so an accuracy of
better than 10−4 in the FMM force evaluation could be
achieved. For the local expansion, a sphere of radius 2Rc was
employed as the reference sphere �namely, �=2�, and the
local expansion order p in Eq. �13� was set to 10. The cova-
lent bond lengths of water molecules were constrained ac-
cording to the noniterative matrix method.87,88 The positions
and velocities of particles were propagated according to an
implementation of Jang and Voth89 of the velocity Verlet al-
gorithm, coupled with the Nosé–Hoover thermostat. The al-
gorithm labeled VV1 in the original paper was employed.
The dielectric constant of the external field was set to 80.
The van der Waals interactions were modeled by the
Lennard-Jones potential which was truncated at 10 Å. Geo-
metrical centers of molecules were used to measure the dis-
tance from one molecule to another. The integration time
step was set to 2 fs. The simulations were performed under
constant temperature conditions at T=300 K and the ther-
mostat’s coupling constant was 0.05 ps. The trajectories were
recorded at every 0.2 ps for subsequent analysis.

The initial coordinates were generated from an equilib-
rium 200 ps simulation in NPT ensemble, performed by the
GROMACS program package.90,91 A weak coupling to an ex-
ternal heat bath �coupling time constant �T=0.1 ps, target
temperature T0=300 K� and a weak coupling barostat �time
constant �p=0.5 ps, isothermal compressibility �=4.5
�10−5 atm−1, target pressure P0=1 atm� were applied. Co-
valent bonds of TIP3P water molecules were constrained us-
ing SHAKE procedure with a relative tolerance of 10−4.
Once equilibrated, the system was then cut to different TO
boxes with desired sizes.

Starting from the equilibrated system, three system sizes
containing 408, 1408, and 3425 water molecules in TO boxes
were used. The box side lengths of the cubes containing TO
boxes were 30, 45, and 60 Å, respectively. Four different
buffer layer thicknesses 2, 4, 6, and 8 Å were used to test the
buffer layer effects with each system size. To test the depen-
dence on the number of the image charges, simulations with
Ni=1, 2, and 3 were performed for each box size and thick-
ness of buffer layer. Furthermore, we also evaluate the effect
of having no reaction field correction. For convenience, we
denote this case as Ni=0 in this work. In total, 48 different
simulations were carried out in this study. Each of the 48 MD
simulations was 2.1 ns long and started with the same initial
coordinates and the same initial velocity assignments �i.e.,
the same seed was used for the random number generator�.
All trajectories were analyzed between 0.1 and 2.1 ns, leav-
ing the first 0.1 ns as equilibration time allowing the system
to adjust to the different parameters.

For reference, a PME simulation was carried out for 2.1
ns on a cubic box of edge length 60 Å and contained 6957
water molecules using the GROMACS program package.90,91

Additionally, similar PME simulations were performed for
the three octahedral boxes considered by the image charge
method.

B. Accuracy of force calculations

In molecular dynamics simulations, forces acting on par-
ticles determine the overall evolution of the simulated sys-
tem. Here we compare the accuracy of electrostatic forces
computed in the proposed image-charge method with those
in the PME approach. Both methods are approximate and
therefore need reference points for comparisons. In the
reaction-field method, the accuracy is controlled by the num-
ber of images Ni. Starting with some number Ni

�, forces
cease to vary with Ni and thus can be treated as converged
and used for reference. Our calculations on a single water
configuration saved from the simulation with L=60 Å and
�=6 Å showed that Ni

��10.
The accuracy of the PME forces can be evaluated in

comparison with the forces of the Ewald summation. The
latter are comprised of two parts: direct summation and the
summation in the Fourier space. Normally, the force calcu-
lation is performed by setting the single parameter control-
ling the relative contribution of the two parts such that the
direct sum is almost exact while the number of wave vectors
governing the accuracy of the inverse sum is increased until
convergence. This is the algorithm we used in the present
work. All calculations were done by the GROMACS

package.90,91 We set the parameter ewald-rtol determining
the strength of the direct sum at the cutoff to the suggested
value of 10−5 while the Fourier spacing parameter was de-
creased from 0.3 to 0.06 nm, where the convergence of
forces was observed. These tests were repeated for
Ewald-rtol=10−6 and produced identical results.

In our PME calculations, the parameters controlling
electrostatic forces were set to their suggested values92

ewald-rtol=10−5 and Fourier spacing=0.12 nm. The result-
ing accuracy of the forces is analyzed in Table II, which
shows relative error averaged over all charges in the simula-
tion box. The results differ slightly for different components
of the forces, a consequence of considering one atomic con-
figuration only, but agree on the order of magnitude of the
error. All three components exhibit errors of the 10−3 magni-
tude. By comparison, the proposed image-based method is
able to compute electrostatic forces with 10−3 error for Ni

=1, 10−4 error for Ni=2, and 10−5 error for Ni=3. Based on
these data, we conclude that the proposed method in one-
image approximation, the modified Friedman model, is

TABLE II. Accuracy comparison between image charge method and PME
method.

PME X component Y component Z component

2.43�10−3 3.94�10−3 1.83�10−3

Image X component Y component Z component
Ni=1 1.34�10−3 1.17�10−3 1.08�10−3

Ni=2 1.29�10−4 8.26�10−5 1.30�10−4

Ni=3 1.41�10−5 7.25�10−6 6.94�10−6
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equivalent in accuracy to the typical PME setup. Higher-
order approximations, Ni�1, exhibit much better accuracy
than is typically used.

IV. RESULTS AND DISCUSSION

To validate our solvation model, we investigate the ef-
fect of varying its main geometrical parameters: the size of
the simulation box, the thickness of the buffer layer, and the
number of image charges in the reaction field calculations on
various static and dynamic properties of the simulated water.
We compare our results to those of the PME,39 as a reference
electrostatics method.

A. A buffer layer of at least 6 Å is required to yield
uniform density

A sharp boundary between explicit and implicit solvents,
which is the key element of our model, may induce surface
effects, manifested in different properties of water through-
out the simulation box. Such surface effects should be
avoided in a successful electrostatics model, as the real bulk
water is homogeneous. We examined the local particle den-
sity across the simulation box as a measure of the homoge-
neity of the simulated system. We computed the relative den-
sity of oxygen atoms along the diagonal in simulation boxes
with L=30, 45, and 60 Å, and �=2, 4, 6, and 8 Å. Our data
reveal strong dependence on the thickness of the buffer layer,
as shown in Fig. 6 for Ni=2. Other values considered of Ni

yielded similar results.
It is seen that �=2 Å produces a noticeably nonuniform

density. For all L studied, the density at the edges of the
simulation box is about 10% lower than the average density.
To compensate for the shortage at the edges, a build-up of
molecules is seen at the center of the box. All other � lead to
a uniform density distribution with some statistical varia-
tions. A summary of density deviations along the diagonal is
presented in Table III.

The deviations decrease by an order of magnitude when
� changes from 2 to 4 Å. It is further reduced twofold for
�=6 Å and remains unchanged for �=8 Å. Our results,
therefore, indicate that the lowest thickness of the buffer
layer �=2 Å is not suitable for simulations of liquid water,
for any size of the simulation box L. It is evident that a thin
buffer layer is not capable of reducing the surface effects
sufficiently. One possible explanation for this, as will be-
come clear in the next section, is that two nearest molecules
in bulk water are separated, on average, by 2.8 Å. It therefore
may happen, that a buffer with �=2 Å does not contain
enough molecules to serve as a shield from the implicit sol-
vent boundary. Increasing the size of the buffer to 4 Å re-
duces the surface effects significantly. The relative density
for this � is seen to fluctuate around 1 throughout the simu-
lation box. Numerically, the convergence occurs at �=6 Å
as a thicker buffer of 8 Å does not lead to an improvement in
the density. Our conclusion is that � should be at least 6 Å to
correctly represent homogeneous liquid water. The relative
densities of �=6 Å boxes are also in good agreement with
PME simulations on similar TO boxes �data not shown�. The

size of the simulation box L or the number of image charges
Ni, as long as Ni�0, is unimportant for the density.

B. Structural properties are not strongly affected by
the geometry parameters of the simulation box

Next, we investigate how L, �, and Ni affect the structure
of the simulated water. The structure is evaluated using
goo�r�, the oxygen-oxygen radial distribution function �RDF�
computed over the entire simulation box. First, we tested the
dependence on the number of image charges that character-
izes the accuracy of the reaction field. We find that RDFs
converge for Ni=1 for all simulation boxes and buffer layers
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FIG. 6. Relative density along the diagonal of TO boxes with different � and
Ni=2. The thinnest buffer layer �=2 Å creates strongly nonuniform density
across the simulation box.

TABLE III. Comparison of the standard deviations of relative densities
along the diagonal of TO boxes for Ni=2 simulations.

�=2 Å �=4 Å �=6 Å � Å

L=30 Å 0.056 0.011 0.003 0.002
L=45 Å 0.060 0.007 0.002 0.002
L=60 Å 0.055 0.009 0.002 0.003
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studied. The only noticeable difference for Ni=0, when there
is no reaction field, occurs when the buffer layer is �=2 Å.
In this case, the RDF has a slightly higher first minimum,
compared to the converged result with Ni=2, as shown in
Fig. 7�a� for L=45 Å. The difference, however, is very
small, leading us to conclude that the presence of the reac-
tion field is not critical for the proper description of the static
structure. That the structure of water is not very sensitive to
the reaction field corrections has been noted previously.80

Second, we examined the dependence of the RDFs on

the thickness of the buffer layer. Increasing values of � lead
to convergence for all sizes of the simulation box considered.
For �
4 Å the changes in the RDFs become unnoticeable.
The RDFs computed for �=2 Å differ slightly from the con-
verged curve. The difference is greatest for the smallest box,
L=30 Å, where the first minimum in the RDF is overesti-
mated, as shown in Fig. 7�b�. For larger simulation boxes,
the difference diminishes, becoming hardly noticeable at L
=60 Å. This is the direct consequence of water molecules
located near the surface of the simulation box, which are
strongly affected by the surface effects at �=2 Å, making
progressively smaller contributions to the structural function
averaged over the entire simulation volume. Data shown in
Fig. 7�b� indicate that the buffer layer � needs to be at least 4
Å in our model in order to reproduce the structure of liquid
water correctly.

Finally, we analyzed the dependence on the size of the
simulation box L. We find that the RDFs, shown in Fig. 7�c�
for L=30, 45, and 60 Å, exhibit the largest variation with L
among all parameters examined. The most important features
of gOO�r� are the locations and magnitudes of the first three
density peaks and the first two minima. Only the magnitudes
of the first peak and minimum are slightly different for all
cases. A close look at gOO�r� using a higher resolution,
shown in the inset of Fig. 7�c�, demonstrates that the gOO�r�
overestimates the first and second maxima and underesti-
mates the first minimum for small L. In all models, the first
density peaks lie at 2.8 Å; the magnitude is 2.76 for L
=30 Å, 2.73 for L=45 Å, and 2.70 for L=60 Å. For the
first density minimum, the position is around 3.5 Å and the
magnitude is 0.86 for L=30 Å, 0.88 for L=45 Å, and 0.90
for L=60 Å. Importantly, the RDFs computed for increasing
values of L agree progressively better with the RDF obtained
in the PME calculations. The latter has the first peak of
height 2.70 at r=2.76 Å and the first minimum of depth 0.90
at r=3.5 Å, both of which do not exhibit variations with the
size or type �tested cubic and octahedral types� of the simu-
lation box. These are in excellent agreement with our data
for L=60 Å, indicating that our method converges to the
proper limit for large simulation boxes.

C. Reaction field is critical for the proper description
of diffusion

In addition to the structural properties, we also assess
how well our model of electrostatics describes dynamical
properties of the simulated water. We choose to evaluate the
self-diffusion coefficient D, which is a transport coefficient
characterizing how quickly equilibrium is established in par-
ticle density following a small perturbation. Relating particle
flux with the density gradient, D is an important dynamical
characteristic of a liquid.35 The effect of L, �, and Ni on D
was systematically studied in computer simulations. The re-
sults of these studies are summarized in Tables IV and V.

The dependence on Ni is not substantial except for Ni

=0. For L=45 Å, the diffusion coefficient drops from 6.81
�10−9 to 6.19�10−9 m2 s−1 when Ni is increased from 0 to
1, and stays at that level for Ni
1. A similar trend is seen for
L=60 Å suggesting that �a� reaction field correction �Ni
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FIG. 7. Oxygen-oxygen RDF computed in this work. �a� Using the multiple-
image method with, Ni=2, and without, Ni=0, reaction field corrections.
The effect of the reaction field is small and affects only simulations with
��2 Å. The inset shows the closeup of the first two minima. �b� Different
values of � at L=30 Å and Ni=2. Convergence occurs at �=4 Å. Larger L
produces similar results. �c� Different L and �=6 Å, Ni=1. The variation in
gOO�r� is small and mostly concentrated on the first few extrema. For in-
creasing L, convergence occurs to the distribution function obtained in PME
�Ref. 39� simulations.
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�0� is essential for the proper description of the diffusion
process and �b� accuracy of the reaction field achieved under
Ni=1 approximation is adequate for the given system.

The thickness of the buffer layer � has no noticeable
effect on D except for the smallest simulation box L=30 Å.
For this system, D changes from 6.38�10−9 to 6.16
�10−9 m2 s−1 when � is increased from 4 to 8 Å. In larger
systems, L=45 and 60 Å, the diffusion coefficient remains
within a statistical error for varying �. This applies to Ni=0
case, where � as small as 2 Å produces similar results to
those at 4 and 6 Å for L=60 Å. Clearly, the dynamics of
water molecules are not affected by the buffer layer.

Like the structural function, the diffusion coefficient ex-
hibits its strongest dependence among all geometrical param-
eters on L. Table V shows that D decreases from 6.38
�10−9 m2 s−1 at L=30 Å and �=4 Å to 6.02
�10−9 m2 s−1 at L=60 Å and the same value of �. The
trend toward decreasing with L is independent of �. A larger
simulation box L=80 Å produces D statistically indistin-
guishable from that of L=60 Å. Comparison with the PME
simulation, D=5.98�10−9 m2 s−1, shows that �a� small
simulation boxes overestimate the mobility of water mol-
ecules and �b� increasing L progressively improves the dif-
fusion constant with the convergence seen at L=60 Å. For
this simulation box and larger, our electrostatics method pro-
duces excellent agreement with the PME. Simulations in oc-
tahedral boxes by PME produced D within statistical errors

of each other. Our results show that reaction field correction
and sufficiently large simulation box are required to properly
describe self-diffusion processes.

D. Dielectric properties require large simulation
boxes and reaction field corrections

Dielectric properties are evaluated by computing the di-
electric constant �. Equation �A3� �Appendix� is used, pro-
ducing ��R� as a function of the sample radius R. As � is a
macroscopic property of a liquid material, it is physically
meaningful only for relatively large objects. Once a cross-
over from a finite-size to macroscopic dimensions is
achieved, the dielectric constant should be largely indepen-
dent of the geometry of the investigated object. In the case of
��R�, a plateau is expected starting at some radius R�. This is
the behavior observed by Ballenegger and Hansen93 for a
droplet of dipolar liquid. As Fig. 8 shows, in which we plot
��R� for various parameters L, �, and Ni, we observe the
same behavior in the present work for water. For the smallest
simulation box L=30 Å, the ��R� curve has a bell-shape
character. Apparently, this size of the simulation cell is close
to where a crossover between microscopic and macroscopic
behaviors occurs so that no clear plateau is developed. For
larger L=45 Å and especially 60 Å, the curves visibly flat-
ten out, reaching regimes at R�R��1 nm where ��R� is
essentially constant. We identify the static dielectric constant
of water under the proposed method of electrostatics with the
plateau values of ��R�. We estimate that � is 60 for L
=30 Å, 70 for L=45 Å, and 80 for L=60 Å.

A clear trend is seen toward higher � with increasing L.
For comparison, the dielectric constant we estimated in the
PME simulation is 91�10. We find that this value is inde-
pendent of the type of the simulation box, cubic or octahe-
dral, or the size of the box; we tested all three sizes. Al-
though slightly higher than the value obtained for L=60 Å,
our result is certainly within statistical error of the PME cal-

TABLE IV. Diffusion coefficients with error estimates �unit of D
=10−9 m2 s−1�. Without reaction field correction, our method substantially
overestimates the mobility of water molecules.

Ni=0 �=2 Å �=4 Å �=6 Å

L=45 Å 6.69��0.07� 6.81��0.33� 7.04��0.27�
L=60 Å 6.37��0.04� 6.39��0.10� 6.41��0.12�

TABLE V. Diffusion coefficients with error estimates �unit of D
=10−9 m2 s−1�. Noticeable dependence on model parameters is seen only for
L.

Ni=1 �=4 Å �=6 Å �=8 Å

L=30 Å 6.40��0.26� 6.28��0.11� 6.16��0.12�
L=45 Å 6.21��0.08� 6.20��0.10� 6.16��0.14�
L=60 Å 6.02��0.06� 6.02��0.07� 6.02��0.04�
L=80 Å 5.98��0.02� 5.98��0.02� 5.99��0.03�

Ni=2 �=4 Å �=6 Å �=8 Å
L=30 Å 6.32��0.12� 6.33��0.24� 6.23��0.12�
L=45 Å 6.16��0.09� 6.16��0.10� 6.15��0.08�
L=60 Å 6.02��0.04� 6.01��0.05� 6.01��0.03�
L=80 Å 5.96��0.02� 5.98��0.02� 5.98��0.02�

Ni=3 �=4 Å �=6 Å �=8 Å
L=30 Å 6.34��0.17� 6.29��0.25� 6.24��0.15�
L=45 Å 6.18��0.11� 6.19��0.10� 6.16��0.07�
L=60 Å 6.01��0.03� 6.00��0.05� 6.03��0.07�
L=80 Å 5.98��0.02� 6.00��0.04� 5.98��0.03�

PME 5.98��0.05��TO box with L=60 Å�

0 0.5 1 1.5
0

20

40

60

80

100
L=30Å

0 0.5 1 1.50 0.5 1 1.5

ε

0 0.5 1 1.5 2
0

20

40

60

80

100
L=45Å

0 0.5 1 1.5 2

0 0.5 1 1.5 2 2.5 3

τ=4

τ=6

τ=8Å

Å

Å

Ni=3

0 0.5 1 1.5 2 2.5 3
0

20

40

60

80

100
L=60Å

Ni=1

0 0.5 1 1.5 2

R (nm)
0 0.5 1 1.5 2 2.5 3

Ni=2

FIG. 8. Dielectric constant ��R� of spherical sample of radius R computed
using Eq. �A3� for varying parameters L, �, and Ni. No discernible depen-
dence on � is observed. For sufficiently large R, ��R� is seen to level off.
The plateau value in ��R� is identified as the static dielectric constant of the
material. This dielectric constant is seen to grow from �60 at L=30 Å to
�80 at L=60 Å.
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culation. It is clear from these results that � is a very sensi-
tive function of the simulation box size L. In boxes that are
too small, the dielectric response is significantly different
from that in the bulk solvent, as has been pointed out
previously.66 This is important as � describes the strength
with which interactions between ions solvated in water are
screened. The simulation box L=30 Å would lead to a 30%
overestimation of such interactions. On the other hand, the
L=60 Å box is acceptable from the dielectric response per-
spective.

The dependence of � on the thickness of the buffer layer
� is weak. As Fig. 9�a� shows, in which ��R� is plotted for
L=60 Å and Ni=2, the curve for even the smallest �=2 Å
is not distinguishably different from others. This could be
because the statistical noise masks the difference. Dielectric
constant is computed by averaging the total dipole moment
M2, which is a collective property and thus requires very
long time to converge. Or, the �=2 Å data may be genuinely
not too different from other �. We showed in the previous
sections that the smallest � causes density perturbations that
are substantial but affect predominantly the cell boundaries.
In the dielectric constant calculations, the electric dipoles of
the water molecules in the boundary layers are not included
in the total dipole moment, but rather represent a dielectric
medium. Instead of assessing directly the dielectric constant
of this medium, it is recursively assigned based on �. What

exactly happens at the simulation boundary, therefore, has a
limited effect on the calculated ��R�, as long as the behavior
of the bulk molecules is unchanged. Which of these two
scenarios takes place, excessive noise or weak dependence
on �, cannot be determined on the basis of the available data.
For the purpose of estimating �, all studied � are equally
suitable.

Finally, we examine how � depends on the accuracy of
the reaction field in the central cavity. Figure 9�b� shows
��R� computed for Ni varying from 0 to 3 for L=60 Å and
�=4 Å. The convergence with the number of image charges
occurs at Ni=1 as values greater than 1 do not produce ap-
preciably different results. Most interesting is the behavior in
the absence of the reaction field Ni=0. The curve that corre-
sponds to this state is very different from those computed for
Ni�0. At small R it grows rapidly with other curves but then
instead of leveling off to a plateau, falls back to the small
values at R�R� reaching �=24 at R=2.6 nm. This behavior
leads to two conclusions. First, at R�R�, the spherical
sample is separated by a large layer of water from the
vacuum. This layer alone acts as a dielectric continuum, in-
ducing reaction fields and defining � in the sample. Second,
as R grows, more water shells are assigned to the sample and
less to the screening layer. The accompanied dramatic
change in ��R� indicates that the dielectric response in the
newly added parts of the sample is different from that in the
center of the sample. In other words, the simulation box
becomes inhomogeneous in its dielectric properties. The data
shown in Fig. 9�b� therefore reveal that the reaction field is
essential for maintaining a uniform dielectric response
throughout the simulation box. This finding is not surprising
as many previous studies emphasized the importance of re-
action field corrections.66

V. CONCLUSIONS

We introduced in this paper a new method to treat elec-
trostatic interactions in simulations of aqueous solutions. The
method is based on a combination of explicit solvent repre-
sentation for the central region of the system that includes a
solute molecule and some solvent, and the continuum repre-
sentation of distant parts of the solvent. In the resulting
mathematical model, the solute molecule does not experi-
ence electrostatic interactions with its periodic images. This
is a major advantage over the lattice-sum methods, which are
considered the most accurate electrostatics treatments cur-
rently available. We validated our model using liquid water
as a test system. As a result of an extensive investigation, we
find that our method is in excellent agreement with the PME
simulations for sufficiently large simulation boxes. This is
the general conclusion of this work. Systematic studies of the
effect of different geometrical parameters, including the
simulation box size L, the buffer layer thickness �, and the
number of image charges Ni, lead to the following specific
conclusions:

�A� We find that the explicit solvent part in a hybrid simu-
lation model has to be separated from the continuum
part by an interfacial buffer layer. The purpose of the
layer is to mitigate adverse surface effects induced by

R (nm)

ε

0 0.5 1 1.5 2 2.5 3
0

20

40

60

80

100

τ=2

τ=4

τ=6

τ=8 Å
L=60Å, Ni=2

Å

Å

Å

(a)

R (nm)

ε

0 0.5 1 1.5 2 2.5 3
0

20

40

60

80

100

Ni=0

Ni=1

Ni=2

Ni=3 L=60Å, τ=4Å

(b)

(b)

(a)

FIG. 9. Dielectric constant ��R�. �a� For different values of �. No significant
dependence is seen even for the shortest �=2 Å. �b� For increasing number
of image charges Ni. Convergence occurs at Ni=1. The reaction field �Ni


1� is necessary to produce uniform dielectric properties across the simu-
lation box.
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the sharp boundary between two dielectrics. We
showed that buffers that are too thin, less than 6 Å,
create strong perturbations in the local particle density,
and, therefore, should be avoided. In addition to the
density, the structure of water and its diffusion constant
are adversely affected.

Although the minimal �=6 Å parameter was derived
in this work for the L=60 Å simulation box, we expect
it to apply to larger boxes as well. The parameter �
controls how much of the total reaction field inside the
simulation box is modeled by the buffer layer �B and
how much is due to the charge-image particles �i. The
accuracy of the latter part is determined by the number
of images Ni, with locations near the box boundary
requiring larger values of Ni. With fixed Ni, simulations
with larger L require larger � to compute �i with the
same accuracy. The accuracy of the buffer reaction
field part, on the other hand, is expected to saturate
with �. As our data on the pair-distribution functions
indicate, liquid water loses its ordered structure starting
at some limiting radius rc�6 Å, beyond which its ef-
fect on the particles inside the simulation box is van-
ishing. Importantly, we find in our calculations that �B

is at least 20 times greater than �i near the box edges.
We therefore believe that with increasing L and fixed �,
the increasing error in �i will not significantly affect
the total reaction field. Our simulations in the 80 Å box
with a �=6 Å buffer layer showing converged values
of the diffusion constant D support this conjecture.

�B� In addition to the buffer layer, an appreciable depen-
dence on the size of the simulation is observed. Static,
structural, and dynamic properties of water simulated
in small boxes, L�60 Å, are seen to differ noticeably
from their limiting behavior at large L. Especially,
strongly affected is the dielectric constant �, which
changes by approximately 30% when the size of the
simulation box is increased from 30 to 60 Å. The
system-size dependence exposes a weakness in the
electrostatics approaches dividing the modeled system,
solvent together with solutes, into explicit and implicit
parts with sharp boundaries between the two. Clearly,
explicit solvent compartments need to be of a certain
size to acquire macroscopic characteristics. Otherwise,
they are not representative of the bulk behavior. This
finding has implications for implicit solvent models,
based on either PB equation or its approximations,13,28

that are applied for solvation energy in biomolecular
solutes of varying dimensions. It appears that such
models need to incorporate the size dependence explic-
itly, as the dielectric properties of small solutes, re-
flected in the parametrization of force fields such as
atomic radii used to construct explicit/implicit bound-
ary, will likely be different from those of large solutes.

�C� Reaction field plays a critical role in our computational
setup. Partially, it is provided by the buffer layer sur-
rounding the explicit solvent region where the solute
molecules are located. Another part comes from the
implicit solvent beyond the buffer. The accuracy of this

part is controlled by the image charges parameter Ni.
We find that neglecting the image charges, Ni=0, has
serious consequences for the simulated system. Among
other things, the reaction field is responsible for the
increase in the diffusion coefficient by close to 10%.
More importantly, dielectric properties become nonuni-
form across the simulation box. As the accuracy is im-
proved with Ni�0, we are able to conclude that our
model achieves convergence at Ni=1 in many static
and dynamic properties, which corresponds to the
modified Friedman approximation. As has been pointed
out before, the leading contribution in this approxima-
tion is of the order of O�1 /��. For water whose � is 80
under normal pressure and temperature, it evidently is
sufficiently accurate. Water under other thermodynamic
conditions, for instance in the supercritical states,
where � is much less than 80, may require a larger
number Ni for an adequate description.

Our method is designed for inhomogeneous systems. It
is free of periodic artifacts in electrostatic interactions and,
therefore, can be applied in areas where PME is not suitable.
These include tests on the effects of periodicity artifacts,
simulations of highly charged solutes and pKa determina-
tions of proteins. The latter two applications are most effi-
cient for proteins that are nearly spherical in shape. For
strongly nonspherical objects, computations of the reaction
field in a different geometry, a cylinder or an ellipsoid for
instance, could be better suited. Work is underway in our
group to generalize the image-charge method to such geom-
etries. To avoid drifting outside of the main simulation cell,
proteins in our model will have to be restrained to lie close to
the center of the cell, so that sufficient buffer layer to the
implicit boundary is afforded. The restraints will have no
consequences for the protein structure or thermodynamics.
Another extension concerns generalizations to treat not only
point charges but also higher electric moments such as di-
poles, quadrupoles, and others. These are important in the
context of polarizable force-fields which use higher moments
in the computation of the electrostatic energy. We are explor-
ing the feasibility of deriving a fast-converging series, simi-
lar to that of the image-charge, for computing the reaction
field of a point dipole situated inside a spherical cavity. The
classical work of Onsager94 provides the solution for dipoles
placed at the center of the sphere. We focus on the off-center
placements in the context of our model.72

The proposed model is particularly well suited for com-
puting pKa values in proteins. These are most frequently
calculated by solving numerically the PB equation95 for
charged and neutral versions of ionizable residues, to obtain
the reaction field. The advantage of our model is that the
reaction field experienced by a solute molecule is directly
accessible in the simulation. There is no need to perform any
additional calculations. Unlike the PB approach, our method
includes the effects of local conformational fluctuations and
the discrete nature of water molecules. Additionally, there is
no ambiguity about where to draw the boundary between the
protein and the solvent.

The most time-consuming part in our model is the un-
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derlying FMM calculations. While the FMM has a better
complexity O�N� for N charges than the O�N log N� com-
plexity of the PME, it is found in this study to underperform
the latter. One reason is the numerical prefactors in the scal-
ing laws, which make FMM computationally more efficient
only for sufficiently large simulation boxes.96 Additionally,
the FMM has to handle considerably more particles than an
equivalent PME calculation as N in our model includes both
real charges and their images. Together, these two factors
contribute to our model with the FMM version of Ref. 86
running slower than the equivalent PME simulations. The
relative slowdown depends on the size of the simulated sys-
tem, as shown in Table VI. It varies from 30 for the smaller
simulation cells, L=30 Å, to around 70 for larger systems,
L=80 Å. It is clear from Table VI that the proposed method
is not competitive with PME in speed for homogeneous sys-
tems. However, continuing development of the FMM algo-
rithm, especially efficient parallelization, will improve its
performance in the future. Additionally, the speed advantage
of PME may change in simulations of solvated molecules,
which may require larger simulation boxes to achieve the
same level of accuracy as the proposed model.
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APPENDIX: ANALYSIS OF THE TRAJECTORIES

We concentrated our analysis on a few observables
known to be sensitive to the treatment of long-range electro-
statics. First, to probe how uniform the simulated systems
are, we measured relative particle density �r as a function of
the position in the simulation box. Due to symmetry, it suf-
fices to look at the density along a line that connects two
opposite vertexes of the TO box. We consider 11 equispaced
positions along this line. To evaluate the local density, small
spheres of radius r=5 Å are drawn around each position of
the line. Using each position as origin, the number of water
molecules is counted within each small sphere and converted
to the particle density �i, which is then converted to the
relative one �r by normalizing it with the number density of
the whole box.

Second, the effect on the structure was evaluated by the
pair-distribution functions. The oxygen-oxygen distribution
function, gOO�r�, was calculated as35

gOO�r� =
1

4��r2dr

1

N
��

�

N

�
r�r������r+dr,���

N

1��, gOO�0�

= 0, �A1�

where N is the total number of molecules, � is the number
density, dr is the window size �0.8 Å�, r����� is the minimum
image oxygen to oxygen distance between molecules � and
� at time �, and �¯ �� denotes averaging over all trajectory
frames.

Third, dynamical properties were tested by examining
self-diffusion of water molecules. Diffusion coefficients were
calculated from the mean square displacement �MSD� of all
oxygen atoms using the Einstein relation35

lim
t→�

��r�t� + t� − r�t���2� = 6Dt , �A2�

where r�t� is the position of the oxygen atom of the water
molecule at time t, D is the diffusion coefficient, and the
brackets denote averaging over all water molecules and time
at origins t�. The diffusion coefficient was estimated from the
slope of the linear part at long times of MSD versus time
plot. The initial part of the line is influenced by inertial ef-
fects and is not included in this calculation.

Dielectric properties were evaluated by computing di-
electric permittivity constant �. Formulas for the dielectric
constant of liquids encapsulated in spherical cavities were
derived previously.97–99,93 We consider a model devised by
Berendsen,97 in which a central sphere with permittivity � is
enclosed in a spherical layer with permittivity �� and then
embedded in dielectric continuum with permittivity �R, as
shown in Fig. 10. The spherical layer generalizes the cavity
model to cases where the dielectric constant at the explicit/
implicit interface may differ from that on either side of the
boundary. The original cavity model is recovered by setting
�� to either � or �R. The dielectric constant in this model is
given by

TABLE VI. Comparison of computational efficiency between PME and the
proposed image-charge method with varying parameters. The relative effort
of generating 1 ns trajectories is shown for �=6 Å and Ni=1.

L=30 Å L=45 Å L=60 Å L=80 Å

Time �image method�/time �PME� 28 55 58 70

FIG. 10. An illustration for the formula used to compute the dielectric
constant of water �Refs. 97–99 and 93�. A central sphere of radius R and
permittivity � is separated from the dielectric continuum �R by a spherical
layer with permittivity ��. The radius R is varied between 0 and ��3 /4�L so
that no periodic images of water molecules are included. For sufficiently
large R, ��R� reaches a plateau that corresponds to the bulk dielectric
constant.
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� =

1 +
B

A
2��
�2�R + ��� + � R

Rc + �
�3

��R − ����
1 −

B

A

�2�R + ��� + 2� R

Rc + �
�3

��R − ���� ,

A = �2�R + ����2�� + 1� − 2� R

Rc + �
�3

��R − ����1 − ��� ,

�A3�

where B= �1 /�0���M2� /3kBTV�R�� describes the fluctuations
of the total dipole moment M�R� of a spherical sample with
radius R. Here kB is the Boltzmann constant, �0 is the
vacuum permittivity, T is the temperature, and V�R� is the
volume of the sample. Equation �A3� is reduced to a simpler
expression of Ballenegger and Hansen93 for the dielectric
cavity:

� =

1 + B
2�R

2�R + 1

1 − B
1

2�R + 1

, �A4�

if �� is set to �R. This latter expression can be further reduced
to the known Kirkwood–Frölich and the Clausius–Mossotti
formulas if �R is set to � and 1, respectively. Expression �A3�
is derived based on continuum electrostatics93 and therefore
applies at relatively large R. The radius of the sample also
has an upper bound, Rc+�, defined by the geometry of our
model. The maximum allowed R cannot be used in our cal-
culations, however, because the sphere then contains periodic
images of water molecules. As a linear response approxima-
tion, the dielectric constant relies on the quadratic fluctua-
tions of the total dipole moment M�R�, which as Eq. �A3�
shows, scales linearly with the sample volume. If periodic
images are present in a sample, the linear scaling of �M2�R��
is violated, thus invalidating the fluctuation formula. We
therefore limit the radii in our calculations to R�Rmax

= ��3 /4�L, ensuring that only one copy of each water mol-
ecule is considered. The remaining layer of water Rmax�R
�Rc+� acts as a part of the dielectric continuum. Its dielec-
tric permittivity ��=� is set self-consistently in our calcula-
tions using Eq. �A3�. We find that only a few iterations are
needed between � and �� to achieve convergence.

We perform two types of calculations in our tests. First,
the number of image charges is Ni�0, meaning that the
reaction field is turned on. Equation �A3� is then used to
compute � with �R=80, which is the value set in the simula-
tions. Second, we evaluate the effect of having no reaction
field correction, Ni=0. In this case, our model describes a
water droplet in vacuum. The dielectric constant of the me-
dium �R is accordingly set to 1.
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