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Although much previous work describes evolutionary mechanisms
that promote or stabilize different social behaviors, we still have
little understanding of the factors that drive animal behavior prox-
imately. Here we present a modeling approach to answer this
question. Our model rests on motivations to achieve objectives as
the proximate determinants of behavior. We develop a two-tiered
framework by first modeling the dynamics of a social interaction
at the behavioral time scale and then find the evolutionarily stable
objectives that result from the outcomes these dynamics produce.
We use this framework to ask whether “other-regarding” motiva-
tions, which result from a kind of nonselfish objective, can evolve
when individuals are engaged in a social interaction that entails a
conflict between their material payoffs. We find that, at the evo-
lutionarily stable state, individuals can be other-regarding in that
they are motivated to increase their partners’ payoff as well as
their own. In contrast to previous theories, we find that such moti-
vations can evolve because of their direct effect on fitness and do
not require kin selection or a special group structure. We also derive
general conditions for the evolutionary stability of other-regarding
motivations. Our conditions indicate that other-regarding moti-
vations are more likely to evolve when social interactions and
behavioral objectives are both synergistic.

A nimal behavior is determined both by proximate mechanisms
that dictate an animal’s actions in real time and by evolution-

ary forces that shape these proximate mechanisms. Even though
the evolutionary dynamics of social behavior have been extensively
studied (1–4), proximate mechanisms of behavior and how they
interface with evolutionary forces remain poorly understood (4).
In recent years, some models have integrated a proximate mecha-
nism with an evolutionary analysis (5, 6). Furthermore, an explic-
itly two-tiered approach with potentially cooperative behavioral
dynamics embedded in an evolutionary dynamic has been pro-
posed (7) as necessary to understand the evolution of social behav-
ior. We contribute to this literature by developing a unified frame-
work for modeling the evolution of a specific type of behavioral
interaction based on a well-defined proximate mechanism.

Our proximate mechanism is based on the notion that ani-
mals are motivated to achieve certain objectives. Goal-seeking
behavior has been a recurring theme in animal behavior and
has been an integral part of earlier ethological thinking (e.g.
8, 9). However, this idea lost its prominence after the emer-
gence of modern behavioral ecology, which focuses mainly on
the fitness consequences of behavior (see, for example, page 6
of ref. 10). In addition, proximate models of behavior based on
goal-seeking have focused mostly on nonsocial behaviors such as
foraging (9) and have rarely considered social interactions. Here,
we study goal-seeking behavior in the context of a social interac-
tion by developing a model of a pair of interacting animals whose
motivations derive from their internal reward sensations, which
they aim to maximize. These reward sensations, which could be
encoded in specific neural circuits such as dopamine pathways
involved in learning (11), are represented in our model as objective
functions.

We consider a specific class of objectives functions that are based
on the payoffs both individuals receive from the interaction. When
the objective function of a focal individual positively weights the

payoff of its social partner, the focal individual is said to exhibit an
other-regarding preference for its partner (12). We focus on such
other-regarding objectives for three reasons. First, the existence
of other-regarding preferences has received substantial support
recently from laboratory experiments that show a capacity in some
nonhuman primates for unsolicited food sharing even when the
recipient cannot reciprocate (13–15). Second, explanations for the
evolution of such preferences are still in dispute (3, 4, 16) and often
rely on costly punishment and reproductive differences between
groups (12) or on indirect selection on kin (13, 17) instead of on
direct selection on the actions of focal individuals. Third, from a
conceptual perspective, an other-regarding preference is a simple
way in which the behavioral objectives of two interacting indi-
viduals can be brought into concordance even when their payoff
interests diverge. In this way, we can clearly delineate “altruistic”
motivations driving a specific behavior from the underlying fitness
consequences of such behavior.

We integrate the proximate model of behavioral objectives with
an analysis of the selection pressures acting on those objectives and
find two new results. First, we show that other-regarding objec-
tives, and thus motivations, can evolve through direct selection on
the fitness effects of individual behaviors. Second, we show that
synergism in the payoffs from the social interaction and synergism
in individuals’ objectives promote the evolution of other-regarding
objectives. These synergisms are directly related to how the ben-
efits and costs of different behaviors are turned into payoffs and
how individuals convert information about the payoffs from the
social interaction into reward sensations.

Results
The Behavioral Model. We begin by developing a model of a social
interaction in which two individuals share resources with each
other. Imagine, for example, two capuchin monkeys, one having
been given apples, the other carrots, as in the experiment by de
Waal (18). Both individuals need the sugar in the apple and the
β-carotene in the carrot, so each would do best to exchange some
of its holdings. For simplicity, we assume that costs and bene-
fits of sharing are the same for both individuals. We label the
donation that a focal individual, individual 1(l1), makes to its
partner, individual 2(l2), by a1, and the donation that l2 makes
to l1 by a2. We term a1 and a2 individuals’ “actions” and assume
that 0 ≤ a1, a2 ≤ 1. In the dynamical behavioral model below,
the actions can be thought of as the rates at which individuals
exchange donations. Suppose that the marginal benefit a food
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Fig. 1. Benefit and cost functions for the payoffs defined in Eq. 1 where
0 ≤ a ≤ 1. For the payoff function defined in Eq. 1, the maximum payoff
obtainable in a monomorphic population is u1(0.397, 0.397) = 0.472, which
is denoted by the dashed line.

item has for an individual diminishes as the quantity the individ-
ual receives of that food item increases. Conversely, the marginal
cost of giving up a food item increases as the amount of it the indi-
vidual has decreases. The total costs and benefits to an individual
of donating and receiving are denoted by the functions C(a) and
B(a), respectively. The total payoff to an individual is then the sum
of these costs and benefits, which we denote by u1(a1, a2) for l1,
and u2(a1, a2) for l2. In particular, we assume

u1(a1, a2) = B(a2) − C(a1) = √
a2 − a2

1

u2(a1, a2) = B(a1) − C(a2) = √
a1 − a2

2. [1]

These benefit and cost functions are plotted in Fig. 1. In the long
run, the accumulation of these payoffs to an individual, be they
food resources, territory, or some other quantity, will increase the
fitness of that individual.

What an individual donates in the interaction is determined
by its motivations, which we assume to be directed at maximiz-
ing some objective function. The objective function can be seen
to describe the internal reward sensation of an individual given
a state of the world; i.e., how much an individual “likes” a given
outcome (e.g. a pair of donation rates a1 and a2). We assume
that the objective function of an individual depends on its own
payoff and possibly the payoff of its partner. Because the payoffs
are functions of the actions, the value of the objective function is
also determined by the actions. We denote the objective functions
of l1 and l2 by x1(a1, a2), and x2(a1, a2), respectively. Just as the
structure of the specific neural pathways responsible for internal
reward sensations is influenced by genetic factors, we assume that
the shape of an individual’s objective function can be determined
by its genotype. In particular, we assume that how an individual’s
objective function depends on its own payoff and its partner’s pay-
offs is determined by a single-locus continuous trait that we denote
by β. Each individual is characterized by a value of β (β1 and β2
for the focal individual and its partner, respectively).

The effect that β has on the shape or form of the objective
function determines the behavioral interpretation of β. Here we
are interested in objective functions in which β determines the
existence and strength of the other-regarding preference of a
focal individual for its partner. In this analysis, we assume that
the objective functions take the following forms:

x1(a1, a2) = u1uβ1
2 = (√

a2 − a2
1

)(√
a1 − a2

2

)β1

x2(a1, a2) = uβ2
1 u2 = (√

a2 − a2
1

)β2
(√

a1 − a2
2

)
, [2]

where β1 and β2 are nonnegative. Here, β1 in Eq. 2 determines of
how much l2’s payoff is weighted in l1’s objective. Thus, β1 can
be seen as a measure of the degree of the other-regarding pref-
erence that l1 has for l2. If β1 = 0 and x1(a1, a2) = u1(a1, a2),
then l1 is motivated purely to increase its own payoff and has no
other-regarding preference for l2. If, on the other hand, β1 = 1,
then l1 has equal regard for its partner’s payoff (u2) and its own
payoff (u1) when determining its actions, and it aims to maximize
the product of the two, u1u2. When β1 = β2 = 1, both individuals
aim to maximize u1u2, which is similar to the “team-play” dynamic
proposed by Roughgarden et al. (7). This behavioral equilibrium,
which maximizes the product of the payoffs, coincides with the
Nash bargaining solution (NBS) of the game (19).

Although there are other kinds of objective functions that can
be other-regarding, we focus on the objectives in Eq. 2 because
these display a property that we call “conditional regard”: When
β1 > 0, l1’s motivation to increase u2 is positively related to how
well l1 is doing (i.e., the magnitude of u1). Mathematically, this
property can be expressed as

∂2x1

∂u1∂u2
> 0. [3]

In Synergism and Other-Regarding Objectives, we show that the
conditional-regard property plays an important role in the evolu-
tion of other-regarding objectives; specifically, certain objectives
that do not satisfy Eq. 3, such as an objective that sums the pay-
offs of the two individuals (see also the SI Appendix), cannot be
evolutionarily stable (ES).

Within the time scale of the social interaction, the behavioral
dynamics describe how individuals act and react to each other.
At any given time, the actions of the individuals (i.e., the dona-
tion rates), result in a level of reward sensation for each that is
captured by the value of the objective functions x1 and x2. Individ-
uals then adjust their actions to increase this reward sensation, i.e.
they increase the value of their objective functions. We model this
kind of behavioral interaction mechanistically with the following
gradient dynamic:

da1

dt
= ∂x1

∂a1

da2

dt
= ∂x2

∂a2
. [4]

Here the partial derivative of an individual’s objective function
with respect to its own action can be viewed as measuring the
motivation of that individual to increase or decrease its action.
Note that the only requirement for individuals to follow these
behavioral dynamics is that they can sense their objective func-
tion locally (or myopically); this does not imply that individuals
are aware of the global shape of their objective functions, which
would allow longer-term calculations based on that information
(see Discussion for more on this issue). The behavioral dynamics
in Eq. 4 come to an equilibrium if both individuals are at local
maxima of their objective functions, which happens when

∂x1

∂a1
= ∂x2

∂a2
= 0. [5]

When the behavioral dynamics reach an equilibrium, the donation
rates a1 and a2 stay constant; we denote their values at the behav-
ioral equilibrium by a∗

1 and a∗
2. At this behavioral equilibrium, l1

and l2 accrue payoffs at rates u1(a∗
1, a∗

2) and u2(a∗
1, a∗

2), respectively.
Notice that because the objectives x1 and x2 are parametrized by
β1 and β2, respectively, the behavioral equilibrium values of the
actions will also depend on β1 and β2, which means that the payoffs
that the focal individual and its partner receive at the behav-
ioral equilibrium are each a function of both β1 and β2. Thus,
the resource donations l1 and l2 make at the behavioral equilib-
rium, a∗

1 and a∗
2, in the resource-sharing example above are both
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functions of the levels of other-regard, β1 and β2. In this case,
both a∗

1 and a∗
2 are increasing in both β1 and β2 (see Fig. S1 in

the SI Appendix), which means that, although our model of the
behavioral dynamics in Eq. 4 is mechanistic and does not allow
individuals to make strategic actions at each time step of the social
interaction, the behavioral equilibrium does represent a kind of
negotiated outcome. In fact, the behavioral equilibrium given by
the solution to Eq. 5 might also be obtained through an explicit
negotiation process or other kind of strategic interaction.

Given that the fitness of each individual is an increasing func-
tion of the payoffs at the behavioral equilibrium, the genetically
determined trait β specifically links the behavioral and evolution-
ary outcomes by affecting the equilibrium actions a∗

1 and a∗
2. With

this link, we can now take an ultimate perspective by asking how
β evolves and whether values of β > 0 can be ES.

Evolutionary Stability Analysis. For the evolutionary analysis, we
need to specify the fitness of a focal individual with trait β1 when
interacting with a partner that has a trait value of β2. We denote
the fitness of l1 by w1, which is a function of both β1 and β2. We
assume that individuals interact and reproduce within a panmictic
population of infinite size. In such a population, there is only direct
selection and no kin selection. To simplify matters, we assume that
social partners are randomly assigned in the population and that
each individual has only one social interaction. We also assume
that individuals quickly negotiate to the behavioral equilibrium,
where they accumulate payoff at rate u1(a1, a2), and u2(a1, a2). In
that case, we can take the fitness to be equal to the payoff at the
behavioral equilibrium and write

w1(β1, β2) = u1
(
a∗

1, a∗
2

) = u1
(
a∗

1(β1, β2), a∗
2(β1, β2)

)
, [6]

where the dependence on β1 and β2 is through the behavioral
equilibrium actions a∗

1 and a∗
2.

In order to find out whether other-regarding motivations with
β > 0 are ES, we perform a standard evolutionarily stable strategy
(ESS) analysis (20, 21) where β can be interpreted as a strategy in
the evolutionary game. The ES value of β, which we denote by β∗,
is the value that guarantees that no mutant individual with a value
of β �= β∗ can attain a higher fitness than a resident individual
with the ES value β∗ when the population is nearly fixed for β∗. In
The Behavioral Model, we referred to the two positions individu-
als can occupy in the interaction as 1 and 2. In the evolutionary
analysis, however, we need to distinguish between individuals with
resident and mutant genotypes. Therefore, in the following analy-
sis, we use a subscript m to indicate an individual with a mutant
value of β = βm and subscript r to denote a resident individual with
value of β = βr . Because the game is symmetric, we can adopt the
convention that the mutant individual is always in position 1, such
that the fitness of a mutant, wm, interacting with a resident is given
by Eq. 6 with β1 = βm and β2 = βr . Assuming that mutant values
of β are close to the resident value, we can look for an ESS value
of β by differentiating the fitness of a focal mutant individual, wm
with respect to βm; this derivative will be zero at the ESS when
the focal mutant has βm = βr = β∗. With our definition of fitness
given in Eq. 6, we can write this first order ESS condition for the
focal mutant individual as

∂wm

∂βm
= ∂u1

∂a1

∂a∗
1

∂βm
+ ∂u1

∂a2

∂a∗
2

∂βm
= 0, [7]

where the partial derivatives of u1 are evaluated at a∗
1 and a∗

2 and
βm = βr = β∗. Given a candidate ESS β∗ that satisfies the condi-
tion in Eq. 7, we also need a second-order condition to show that
the candidate ESS is ES (20, 21); this condition is given in Eq. S9 in
the SI Appendix. An additional second-order condition given in the
SI Appendix (Eq. S11) allows convergence stability, which means
that a population can approach a candidate ESS through a succes-
sion of mutant invasions that sweep to fixation (22). Such an ESS is

Fig. 2. This frame shows a pairwise invasibility plot for β using the fitness
function given in Eq. 6, the payoff functions defined in Eq. 1, and the objec-
tive functions given in Eq. 2. In the black regions, rare mutants with a value of
β = βm attain a higher fitness than resident individuals with β = βr when both
individuals interact with residents; these rare mutants invade the resident
population. In the white regions, mutants have a lower fitness and cannot
invade. The ESS β∗ = 0.3246, is denoted by a gray dashed line. If βr > β∗,
mutants invade when βm is slightly smaller than βr because these points lie
in the black region to the right of the dashed line. Likewise, mutants invade
when βr < β∗ and βm > βr for βm close to βr . Therefore, rare mutants invade
a resident population only when their βm is closer to β∗ than βr , which means
that β∗ = 0.3246 is convergence stable.

called a continuously stable strategy (CSS) and can be seen as the
phenotypic end point of long-term evolutionary dynamics (23).

We solve Eq. 7, and obtain a candidate ESS value of β by sub-
stituting the objective functions in Eq. 2 into the equations for
the behavioral equilibrium in Eq. 5. The resulting expressions are
then solved numerically for a∗

1 and a∗
2, given βm and βr . By using the

values of a∗
1 and a∗

2 as functions of βm and βr , we find a candidate
ESS by setting βm = βr = β∗ in Eq. 7 and again solving the system
of equations numerically. By using this method, we find a single
candidate ESS, β∗ = 0.3246, which is both evolutionarily and con-
vergence stable and is shown graphically in Fig. 2 with a pairwise
invasibility plot (24). In the black regions of Fig. 2, the fitness of
a focal mutant with βm is higher than the fitness of a focal resi-
dent with βr when both individuals interact with residents. When
rare, these mutants increase in frequency and invade the popula-
tion. In the white region, mutant focal individuals with βm attain
a lower fitness than focal residents when both individuals interact
with other residents; such mutants cannot invade. A resident pop-
ulation with βr = β∗ is indicated by the gray dashed line; because
the dashed line lies completely in white regions, no mutant with
βm �= β∗ can invade, and β∗ is ES. The ESS β∗ = 0.3246 is also
convergence stable, as described in Fig. 2.

Fig. 2 also reveals that resident population with βr very small
can be invaded by mutants with βm slightly larger. When βr = 0,
however, residents maximize their individual payoff and set their
donation rate at the behavioral equilibrium to zero (a∗

2 = 0)
regardless of what their partners do. Because of the conditional-
regard property of the objectives in Eq. 2, a mutant with βm > 0
interacting with such a resident will also set its donation rate to
zero. Thus, any mutant with βm > 0 will have the same fitness as
a resident individual with βr = 0 and can invade the resident pop-
ulation through genetic drift. Once a positive β initially becomes
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fixed through drift, larger values of β can evolve because β∗ is both
evolutionarily and convergence stable.

Finally, we should note that the fitness of individuals in a pop-
ulation fixed for the ESS β∗ is higher than that of individuals in a
population fixed forβ < β∗ but lower than the maximum attainable
fitness in a monomorphic population, i.e. the NBS, which occurs in
a population fixed for β = 1. However, Fig. 2 indicates that β = 1
can be invaded by any other mutant β; thus, the NBS outcome will
not be ES within the class-objective functions we consider here
(see section S.4 of the SI Appendix for more on Pareto efficient
outcomes like the NBS).

We have shown that a certain class of other-regarding objec-
tives, given in Eq. 2, can be ES because of their individual effects
on fitness. We would also like to know more generally what types
of social interactions, encapsulated in the payoff functions u and
behavioral objectives x, make other-regarding preferences ES. In
the next section, we take up this issue.

Synergism and Other-Regarding Objectives. Here we present con-
ditions on generic payoff and objective functions that can make
other-regarding objectives ES. The first-order ESS condition in
Eq. 7 is shown in the SI Appendix (see Eq. S8) to be equivalent to[

∂u1

∂a1
−

(
∂2x2

∂a1∂a2

/
∂2x2

∂a2
2

)
∂u1

∂a2

]
a1=a∗

1
a2=a∗

2

= 0 [8]

for generic payoff and objective functions. Here, x2 is the objec-
tive function of the social partner of a focal mutant individ-
ual. All derivatives are evaluated at a∗

1 and a∗
2 corresponding to

β1 = β2 = β∗. The first term on the left-hand side of this equa-
tion gives the direct effect of changing the focal l1’s action on
its own payoff, whereas the second term gives the indirect effect
through the feedback of l1 on l2’s action. Thus, the condition Eq. 8
stipulates that these two effects need to exactly cancel out at a
behavioral equilibrium corresponding to an ESS, so that a mutant
l1 cannot increase its fitness by changing its action. The strength of
the feedback is measured by the response coefficient ρ, given by:

ρ = −
(

∂2x2

∂a1∂a2

/
∂2x2

∂a2
2

)
a1=a∗

1
a2=a∗

2

. [9]

In order to further analyze Eq. 8, we must first make some assump-
tions about ∂u1

∂a1
and ∂u1

∂a2
. We are generally interested in dyadic

interactions characterized by (i) the presence of conflict between
the payoff interests of the two individuals, and (ii) the possibil-
ity of mutually beneficial outcomes. Formally, we suppose that
∂u1
∂a1

< 0 and ∂u2
∂a2

< 0 at some behavioral equilibrium, meaning
that a mutant focal l1 could increase its payoff by decreasing its
action, if the action of its partner, the resident l2, was held con-
stant. Suppose also that ∂u1

∂a2
> 0 and ∂u2

∂a1
> 0 so that the action

of an individual actually helps its partner. Both of these condi-
tions are satisfied in the payoff functions given in Eq. 1. Finally,
in order to determine when other-regarding objectives can be ES,
we will assume that the objective function x2 is other-regarding,
i.e. ∂x2

∂u2
> 0 as well as ∂x2

∂u1
> 0, and then look for any additional

conditions that need to be met for evolutionary stability.
Under the assumptions in the preceding paragraph, the ESS

condition Eq. 8 can only be satisfied if ρ > 0; in other words, a
resident l2 responds to changes in a1 by adjusting a2 in the same
direction. The stability of the behavioral equilibrium requires that
the denominator in the right-hand side of Eq. 9 is negative (see
Eqs. S1 and S16 in the SI Appendix). Thus, we have a positive
response coefficient when the numerator is positive, i.e.

∂2x2

∂a1∂a2
> 0. [10]

Recall that the objective function x2 is related to the actions a1
and a2 through the payoffs u1 and u2. Therefore, we can expand
the derivative in Eq. 10 using the chain rule (see Eq. S15 in the
SI Appendix). The sufficient conditions for the inequality in Eq. 10
to be satisfied are

∂2u1

∂a1∂a2
≥ 0

∂2u2

∂a1∂a2
≥ 0 [11]

and

∂2x2

∂u1∂u2
> 0. [12]

The common feature in all three conditions is that they require
cross-derivatives of their respective functions to be positive.

Looking at these conditions more closely, we can interpret the
inequalities in Eq. 11 based on how payoff functions operate in a
social interaction. The payoff function in a social interaction can be
thought of as similar to the production of goods by a factory using
inputs such as raw material and labor. Thus, the cross-derivatives
of the payoff with respect to its arguments acquire a meaning con-
nected to the economics of production: They measure whether the
inputs (i.e., the actions a1 and a2) are substitutes or complements
for each other. If inputs are substitutes, having more of one input
(i.e., an increase in one individual’s action) decreases the mar-
ginal value of the other input and the cross-derivative is negative;
conversely, with complementary inputs, having more of one input
increases the marginal value of the other, and the cross derivative is
positive. The latter might happen, for example, if the actions stand
for donating food items with different essential nutrients. Com-
plementarity is related to synergism, as defined by Queller (25),
which involves a similar kind of positive nonadditivity. Synergism
at the fitness level has long been known to promote the evolu-
tion of cooperation (25), and the inequalities in Eq. 11 indicate
that complementarity in payoffs plays a similarly important role
in making other-regarding objectives ES.

The meaning of this result is more readily apparent when consid-
ering a special subset of payoff functions where the payoff derives
from a benefit produced as a result of the individuals’ investments
minus the private costs each individual incurs to invest:

u1 = B(a1, a2) − C(a1)
u2 = B(a2, a1) − C(a2). [13]

These payoff functions include the functions in Eq. 1, as well as
public good games (26) and the snowdrift game (27). For this class
of functions, the condition in Eq. 11 reduces to

∂2B
∂a1∂a2

≥ 0, [14]

meaning that the production of benefits involves complemen-
tary investments by the two individuals. Therefore, the biology of
how the benefits are produced determines whether mutual regard
will evolve or not. For example, complementarity effects can be
expected when individuals are specialized to contribute different
resources (such as different food types) or different skills (such as
nest defense vs. foraging) or when the benefit involves accelerating
returns to investment for some range of investments.

Fig. 3 illustrates the above result. It depicts the ESS level of
other-regard, β∗, for a family of benefit functions B(a1, a2) =√

a1 + a2 + νa1a2, where ν is a parameter measuring how
synergistic the individuals’ actions are in producing benefits. The
cost function is quadratic as in Eq. 1. For low values of ν, the
actions are substitutes in the benefit function (i.e., the condition
in Eq. 11 is not met), and no positive β is ES. As ν increases,
the degree of complementarity in producing benefits increases.
Consequently, β∗ first becomes positive and then increases with
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Fig. 3. The change in the ESS β∗ as the payoff function underlying the
interaction becomes more complementary, regulated by the parameter
on the x-axis, ν. Specifically, the benefit function is given by B(a1, a2) =√

a1 + a2 + νa1a2, and the cost function is quadratic as in Eq. 1. As ν increases,
the actions of the individuals become more complementary (i.e. the cross-
derivative of B becomes more positive), and consequently the ES value of β

increases.

increasing ν. In general, the ES level of other-regarding prefer-
ence (β∗) will be higher when the benefit function has a greater
degree of complementarity. This relationship can be used to make
empirical predictions about how the ecology of the social interac-
tion affects the social traits of individuals in an interaction (see
Discussion).

The condition in Eq. 12, on the other hand, is identical to the
definition of the “conditional regard property” given in Eq. 3,
which means that objective functions that are of the product form
in Eq. 2 are more conducive to the evolution of other-regard than
other functional forms, such as an additive form like x2 = βu1 +u2.
Therefore, this condition predicts that other-regarding objectives
are likely to display the conditional regard property as well.

Discussion
In this paper, we present a simple model that explicitly integrates
a proximate mechanism of behavior—motivations to achieve cer-
tain behavioral objectives—with the ultimate mechanism, natural
selection. Integrating the two dynamical tiers at which behavior is
determined leads to two new results.

Our first new result shows that other-regarding objectives (or
preferences) can evolve without kin selection or selection acting
between groups, and can even evolve in interactions where indi-
viduals face a strict payoff conflict (i.e. increasing one individual’s
payoff necessarily decreases the other’s). This result rests on the
fact that in our model, behavioral actions are determined dynam-
ically in real time. These dynamics set the stage for behavioral
feedbacks between individuals’ actions, which are encapsulated
by the response coefficient ρ in Eq. 8. The behavioral feedback
generates a positive association between the genotype of the focal
individual and the actions of its partner, which has been long
recognized as the central condition for the evolution of coop-
eration (25). Both individuals increase their actions because of
this behavioral feedback, which generates a mutually beneficial
outcome. Therefore, in terms of inclusive fitness theory, other-
regarding objectives are selected for their direct fitness effects
(1, 4). Previously, other-regarding preferences were thought to
be associated with group selection (12, 16), or cooperative breed-
ing and hence kin selection (17). Our results show that neither
scenario is required for other-regarding preferences to evolve
and are consistent with recent studies that show other-regarding
preferences in a noncooperatively breeding primate (14, 15).

This result also relates to the issue of whether and how nat-
ural selection can bring the objectives of unrelated individuals

into concordance, as occurs in team-play dynamics (7). Other-
regarding objectives, as they evolve in our model, represent an
intermediate stage between entirely “selfish” objectives (aimed
at maximizing one’s own payoff) and entirely concordant objec-
tives (both individuals maximizing the same objective) and can be
seen as a first step in the evolution team play. Our results indi-
cate that this first step can occur through selection on the direct
fitness effects of the social behavior. The evolution of the capacity
for coordinated action and entirely concordant objectives remain
as unresolved issues, although we can offer some speculation by
noting the connection between concordant objectives and Pareto-
efficient behavioral outcomes, which are the ones that exhaust all
mutually beneficial possibilities in an interaction. In section S.4
of the SI Appendix, we show that Pareto efficiency of a behavioral
equilibrium implies that individuals’ objectives are concordant at
that behavioral equilibrium. We also show that Pareto-efficient
objectives can be ES and give additional analytical conditions that
such objectives must satisfy. The results of André and Day (28)
and Dekel et al. (29) further suggest that any such Pareto-efficient
equilibrium will not only be ES, but will be the only convergence-
stable equilibrium in a finite population. The next step in this
work is to determine plausible objective functions that can yield a
Pareto-efficient outcome.

Our second result has two components: First, we show that
the more individuals’ actions are complementary in producing
benefits, the more likely other-regarding objectives are to evolve
and the higher the level of other-regard will be. Thus, we predict
that the incidence of other-regarding objectives and the level of
regard should correlate positively with ecological scenarios that
create complementarity. For example, if the production of benefit
(such as hunting or raising offspring) requires extensive coor-
dination between partners or if partners specialize to different
tasks, the payoff function will exhibit complementarity, and part-
ners will have other-regarding objectives. Second, we show that
some forms of objective functions are more conducive to the evo-
lution of other-regarding preferences. In particular, conditional
regard, which results in synergism in the production of reward
sensations, promotes the evolution of other-regarding objectives.
Conditional regard amplifies the level of regard an actor has for
its partner’s payoff as a function of the actor’s payoff; this effect
can be measured in an experimental setting with choice trials or
tests of inequity aversion. Our result suggests that other-regarding
objectives and conditional regard should correlate, thus providing
another hypothesis for comparative research in social species.

It is useful to compare our model with the one introduced
by McNamara et al. (5) and Wahl and Nowak (6), which also
has a two-tier approach to modeling behavioral and evolution-
ary dynamics. In that model, individuals respond to each other by
using linear-response rules, the slopes of which are determined
genetically and are subject to evolution. Recently, André and
Day (28) provided a detailed analysis of this model, focusing on
the slope of the linear-response rules. In a local analysis centered
on the behavioral equilibrium, this slope, or “responsiveness” of
individuals, corresponds to our response coefficient, ρ, and our
ESS analysis is analogous to theirs. However, André and Day (28)
also consider responsiveness as a global description of the behav-
ioral dynamics. In contrast, both the local and global dynamics
in our model are driven by payoff-based motivations, and ρ is an
index summarizing the feedback brought about by the individuals’
motivations in the vicinity of the behavioral equilibrium. In gen-
eral, ρ can describe a wide variety of evolved behavioral feedbacks;
thus, our behavioral model represents a less-restrictive approach
to how animals make decisions.

On the other hand, we too restrict our strategy set through the
use of a multiplicative objective function modulated by a single
parameter β. In a larger space of possible objective functions, our
result regarding the evolutionary stability of other-regard might
not hold true. This caveat applies to both our model and the
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linear-response rule models (5, 6, 28) and highlights a structural
feature of two-tiered models that calculate fitness at the behavioral
equilibrium: Any strict ESS found in a restricted strategy space
will only be neutrally stable against mutants from a larger strat-
egy space that lead to the same behavioral equilibrium. Further-
more, a different parametrization of the objective function would
lead to different ES objectives and different behavioral outcomes.
Therefore, the value of an ESS analysis in a restricted strategy
space is not that it identifies universally robust ESS outcomes but
that it reveals the selection pressures acting in those dimensions
that we focus on. Animals’ objectives are bound to vary in many
dimensions, and therefore more types of objectives, motivated by
empirical evidence, and their interrelationships need to be mod-
eled in order to arrive at a complete picture of how the proximate
mechanisms of behavior evolve. We believe that such analyses in
restricted strategy spaces, combined with the type of analysis pre-
sented in Synergism and Other-Regarding Objectives, are powerful
tools to elucidate selection pressures acting on objectives and to
generate testable comparative hypotheses.

Our model is also closely related to the “indirect-evolution
approach” in economics (30, 31). This approach ascribes pref-
erence functions to agents and models the evolution of the pref-
erences according to the Nash equilibria they produce in a nonco-
operative game. The main difference between our approach and
the indirect-evolution models is that the latter assume strategic
agents that can calculate best responses and reason their way to
an equilibrium, whereas we model animals that “myopically” fol-
low the gradient of their objectives. If individuals are strategic
agents, then their actions depend on the type of this partner, so
information about the partner’s type becomes important for deter-
mining actions. Accordingly, results from the indirect-evolution
literature show that for nonindividualistic preferences to be stable,
sufficiently reliable information about the preferences of interact-
ing individuals must be available (29, 32) because it is individually
advantageous to increase one’s partner’s payoff only when one is
sufficiently certain that the partner will also do the same. In con-
trast, we assume that in a social interaction individuals act and
react to each other in close physical proximity rather than make
independent decisions by individual reasoning. In such dynamics,
even though individuals at any given instant act with regard only to
the local shape of their own objectives, the behavioral feedbacks
over the course of the interaction allow them, in effect, to learn the
global shape of each other’s objectives. Thus, the outcome is the

same as that produced by fully rational agents with full information
about each others’ preferences. We believe that our behavioral
model is applicable to a wider range of species because strategic
reasoning requires considerable cognitive machinery and imposes
time costs on the actors, and therefore is likely to be reserved for
situations where myopic responses are inadequate and sufficient
information about partners is available. Additionally, because of
the mathematical correspondence between the approaches, our
results on the complementarity in payoff functions and conditional
regard represent contributions to the study of preferences in the
indirect-evolution literature.

Finally, our behavioral model based on other-regarding moti-
vations and objectives yields important empirical predictions for
proximate mechanisms of behavior. Most directly, field observa-
tions of an other-regarding individual would see it spontaneously
undertaking actions that could be costly to itself but benefit
another individual with whom it interacts. This spontaneous help-
ing should occur even among unrelated individuals and in situa-
tions in which immediate reciprocity is unlikely (13). If a species
has evolved other-regarding objectives, directly assaying the moti-
vation of an individual animal [e.g. by choice trials (13, 14) or
functional MRI of reward pathways (34)] would reveal genuine
caring for the payoff of the other. Other mechanisms, such as
reciprocal altruism (2, 33) and strong reciprocity (12), can also
produce a high degree of helping between unrelated individuals.
Reciprocity might be achieved by individuals explicitly attempting
to maximize their own payoffs across multiple rounds of an inter-
action, but it can also be generated by other-regarding objectives
that change in response to previous interactions.

The behavior that results from other-regarding objectives has
been termed empathy-based altruism by de Waal (35) [distinct
from altruism in the evolutionary sense (1, 4)]. Our model suggests
that empathy-based altruism should be much more common in
nature than conventionally recognized, as it does not require kin or
group selection. This suggestion is supported by the empirical evi-
dence for other-regarding preferences that has been accumulating
at an increasing rate (e.g. 13–15).
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