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ABSTRACT

HILL, L. R. (Universita Statale, Milano, Italy), L. G. SILVESTRI, P. IHM, G. FARCHI,
AND P. LANCIANI. Automatic classification of staphylococci by principal-component
analysis and a gradient method. J. Bacteriol. 89:1393-1401. 1965.-Forty-nine strains
from the species Staphylococcus aureus, S. saprophyticus, S. lactis, S. afermentans, and
S. roseus were submitted to different taxometric analyses; clustering was performed by
single linkage, by the unweighted pair group method, and by principal-component
analysis followed by a gradient method. Results were substantially the same with all
methods. All S. aureus clustered together, sharply separated from S. roseus and S.
afermentans; S. lactis and S. saprophyticus fell between, with the latter nearer to S.
aureus. The main purpose of this study was to introduce a new taxometric technique,
based on principal-component analysis followed by a gradient method, and to compare
it with some other methods in current use. Advantages of the new method are complete
automation and therefore greater objectivity, execution of the clustering in a space of
reduced dimensions in which different characters have different weights, easy recogni-
tion of taxonomically important characters, and opportunity for representing clusters
in three-dimensional models; the principal disadvantage is the need for large computer
facilities.

The main purpose of taxometrics, or numerical
taxonomy, is the construction of a classification
which is as objective as possible and is removed
as much as possible from the subjective judgment
of the taxonomist. This purpose justifies the as-
sumption of equal weight of characters (Sneath,
1957a, b), and of equal weight of both positive
and negative attributes (Hill et al., 1961; Beers
and Lockhart, 1962); it also justifies the search
for automatic methods of clustering the organ-
isms, such as that proposed by Rogers and
Tanimoto (1960) and by Silvestri et al. (1962),
and that utilized by Sokal and Michener (1958).
Finally, it justifies the present paper, which
describes a further and more advanced attempt
towards complete elimination of human bias.
The first taxometric methods available required

a certain amount of constant feedback from
machine to man and vice versa, a fact that, if it
has the advantage of permitting control of the
process by the expert taxonomist, also has the
drawback of allowing infiltration of the results
with his subjective bias and his sharing of the

I Publication no. 15 of the Progetto Sistematica
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common endowment of taxonomic tradition. In
the method of clustering organisms into groups
by simple average linkage based on the utilization
of shaded triangular diagrams of per cent simi-
larity, S (or per cent matching, M11) coefficients
(Sneath, 1957a, b; Gilardi et al., 1960; Hill et al.,
1961), it sometimes happens that particular
strains become obviously misplaced, for the
ordering in these triangles is a bidimensional one,
requiring subjective visual inspection of the
diauram for correction. In the method based on
searching for nodes in a multidimensional space,
such as that applied by Silvestri et al. (1962), the
selection of the "second nodes," which determine
the radii of the "spheres" or clusters to be iso-
lated, is not completely objective. Rogers and
Tanimoto (1960), however, proposed a "reasona-
ble measure of inhomogeneity" which should
result in a more objective determination of the
clusters, but we are not aware that studies
utilizing it have appeared.
To realize an automatic method of clustering,

it was necessary to work with organisms localized
in a space having a small number of dimensions.
To reduce the original n dimensions (where n is
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the number of characters) to a smaller number,
we have used a variety of factor analysis which is
known as "principal component analysis." Ap-
plications of some kinds of factor analysis to
taxometric problems were made previously by
Schuessler and Driver (1956), Driver and
Schuessler (1957), and Stroud (1953) in anthro-
pology, by Braffort and Ihm (1960) in linguistics,
by Rohlf and Sokal (1962) in entomology, and
by Defayolle and Colobert (1962) in bacteriology.

For the clustering of organisms, a "gradient
method" was used. This method was first used
by Schnell (1964a, b) as part of a very general
program (CLAUTO) which also uses linear alge-
braic methods described by Ihm (1962, in press),
and some statistical tests. Schnell starts with the
hypothesis of a division of the sample into g
groups which he finds automatically. Instead of
this, we extend the hypothesis to groups, sub-
groups, etc., and try to obtain with Schnell's
gradient method the entire taxonomic dendro-
gram. This method, combined with principal-
component analysis, was applied to the same data
which had been previously analyzed by one of us
(Hill, 1959) by the triangular shaded diagram
method with per cent S. To allow a more com-
plete comparison of the results, the data have
been analyzed also with the triangular diagram
method with per cent M, and, by courtesy of
F. J. Rohlf, by the "unweighted pair group
method" (Sokal and Sneath, 1963) also with per
cent M coefficients.

TABLE 1. List of species used, named according
to the scheme of Shaw et al. (1951)

No. Name NCTC no.

1
2
3
4
5-20

21
22
23

24-28

29
30
31
32

33-37

38
39
40
41
42
43
44

45
46
47
48
49

S. aureus
S. aureus
S. aureus
S. aureus
S. aureus

S. saprophyticus
S. saprophyticus
S. saprophyticus
S. saprophyticus

S. lactis
S. lactis
S. lactis
S. lactis
S. lactis

S. roseus
S. roseus
S. roseus
S. roseus
S. roseus
S. roseus
S. roseus

S. afermentans
S. afermentans
S. afermentans
S. afermentans
S. afermentans

4136
4163
6571
8532

7292
7604
7612

189
1630
7564
7944

7511
7512
7514
7523
7528
7738

196
2665
3874
7563

MATERIALS AND METHODS

Data for analysis, per cent S, per cent M. Experi-
mental methods were described previously (Hill,
1959). The strains of staphylococci used (Table 1)
were provisionally identified according to the
scheme of Shaw, Stitt, and Cowan (1951) unless
received already named; they comprised 20 strains
of S. aureus, 8 strains of S. saprophyticus, 9 strains
of S. lactis, 7 strains of S. roseUs, and 5 strains of
S. afermentans. The 49 strains (N = 49) had been
scored for 80 features (n = 80) and the N X n

matrix contained plus, minus, and not counted
(NC) attributes. The same N X n matrix was used
for all four taxometric methods.
Between all pairs of strains, per cent S coeffi-

cients were calculated according to the formula

AS=
n, + nd

and per cent M coefficients according to the for-
mula (Sokal and Sneath, 1963)

M= n
n, + nd

Since the per cent S coefficients had been com-

puted by hand for the earlier paper, and as the

computer program available for the calculation of
per cent M coefficients also calculated per cent S,
the opportunity was taken during the present
work to check the earlier per cent S results. Groups
were then sorted from these per cent S and, sepa-
rately, per cent M coefficients by ordering in
triangular shaded diagrams. Intra- and intergroup
mean values were estimated from rearranged N X
N matrices, and taxonomic dendrograms were
constructed from the values (Fig. 1 and 2).

Mathematical method. Details of the mathe-
matics involved were published elsewhere (Ihm,
in press). With reference to principal-component
analysis, several textbooks may be consulted
(e.g., Cattell, 1952; Brambilla, 1959; Harman,
1960). Here, the method will be described briefly,
only to introduce the geometric model upon which
our method is based, so that the taxonomist can
understand the principles. The method is carried
out in two successive steps: principal-component
analysis and clustering. Principal-component
analysis is used simply to reduce the number of
dimensions (characters) to only five or six, that
is, the maximal number with which the clustering
program can economically operate. Principal-
component analysis is the most efficient way of
reducing dimensions, ensuring that the inevitable
loss of information is the minimum mathemati-
cally possible. If the original dimensions (i.e.,
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%S 30 35 40 45 50 55 60 65 70 75 80 Strin Nos

FIG. 1. Dendrogram based on per cent S coeffi-
cients.

50 55 60 65 70 75 80 85 90 95
, m- Strain Nos.

puters. In the complete program, a special allow-
aiice could be made for the codinig of characters
having at least one NC score in the originial N X
n matrix. For the sake of simplicity, however,
NC were counited as negative scores in the present
example.

Of course, if all eight possible combinationis of
the three characters exist, then each of the eight
corniers of the cube would be occupied by aIn or-
ganism. And, analogously, if all the 280 possible
combiniatioins of the 80 characters of the present
study existed, the organisms would be located on
the corners of a 280-dimensional hypercube. It is
highly improbable that all the possible combinia-
tions exist in niature, because some of them have
beers eliminated by natural selectioni. This means
geometrically that some of the corners of the
hypercube will be vacant or, in other words, the
n-dimensional space will be more densely occupied
in some regions than in others. To this point
dispersion could be fitted a hyperellipsoid,
rather than a hypersphere, as would be the case
if all the corners were occupied. The hyperellips-
oid will have its own axes, which are the principal
components, and these will have different lengths.

21
23-28
32
35
36
37

BRANCH 2 30
45
33
29
34
22

48
BRANCH 3 31

49
46

147
38-43

FIG. 2. Dendrogram based on per cent AI coeffi-
cients.

characters) were onily a few (five or six), then the
clustering method could be applied directly to the
data. However, the use of onily a few characters
would be in contradiction with the Adansoniani
concepts of overall similarity estimated over a
wide range of characters.

Principal-component analysis. Each individual
strain can be represented by a point, or vector, in
an n-dimensional real space, R"l where n is the
number of binary (1 and 0, or + and -) characters.
The n axes of this space are orthogonal onie to the
other. For example, if a set of organisms is studied
for only one character with two attributes (0, 1),
they can be represented at the ends of a unit seg-
ment (Fig. 3, a). Considering two characters
simultaneously, the organisms could be imagined
placed at the corners of a square with unit sides
(Fig. 3, b). With three characters, they would be
placed on a cube (Fig. 3, c); and with more than
three characters, on hypercubes, which cannot be
represented on paper but can be described alge-
braically and hence canl be dealt with by com-

0 1 1
j2

00

11

10 - 1

bx
2

0101

111

101

3

Fin,. 3. Representation of organisms as points in
real space. Each binary character (Xl X2 , X3) is
represented by a segment of unit length orthogonal
to the others, and each organism, as a point situated
at the extremes of these segments, according to the
score, 0 or 1, for each character. In (a) are repre-
sented organisms for which one character only; in
(b) two and in (c) three characters were taken into
consideration.

1395N OL. 89, 196)5

1.:Z/,//~, / -20

01i1

c



HILL ET AL.

The axes can be determiinled by solving the eigen-
valuie problem of the covariance matrix. Thus, the
localizationi of the poiInts, which before were
specified in relationi to the n axes of kn, becomes
possible in relatiotn to the newly founid axes, each
of which is not a unit character but a linear com-
bination of all characters.
A bidimensionial example may be useful to

explaini the purpose of determinitig the new axes,
by means of reference to a more familiar problem.
Suppose we have a set of i poinits determinled by
two variables x and y, e.g., i bacteria for which
length x and breadth y have been measured. As is
well known, the regression of x on y anid of y on x
cani be determined, as well as the orthogonal re-
gression z. The latter has the property of being
that line for which the sum of the s(luares of the
distances of the points from it is minimal. This
orthogonal regression would be called the first
principal componient of the set of iniput data in
factor analysis.
The projections of the i points onlto this orthog-

onal regression (first principal compotent) can be
utilized to describe the set of points in one dimen-
sion z instead of in the original two dimensions x
and y. Of course, z is not a character in the sense
that it could be directly measured, but it is derived
by calculation from the original measures. In a
similar way (through so-called principal-compo-
nent analysis), the first componenit can be also
found when the original dimensions are more than
two. The further principal componeints (second,
third, etc.) are those lines orthogonal to the
previous ones, which also minimize the sum of
squares of the distances.

If the total covariance matrix of the sample is
knowii, the total marginal varianice cain be cal-
culated in each direction OU, which is the total
variance of the projection of the sample on an
axis determined by the segment goiIng from point
O to point U. A set of p such axes, which may be
considered as orthogontal, spans a p-dimensional
(hyper-) plane EP in the Rl. The objective is to
determine EP, i.e., the directions OU, , OU2, --

OUp such that the sum of the margiiial varianices
in these directions is as great as possible. Theii the
points of the sanmple can be projected onto EP,
which is itself a p-dimensionial real space, and the
clustering can be carried out on this p-dimensional
space. The reason for usiIng a reduced-dimensional
space is that, if there were g groups, a (g-1)-dimen-
sional (hyper-) plane Evr' could be fitted to the g
centers of gravity of each group, and all informa-
tion about these centers would be cointained in
Ex-. The between-group variance in any direction
orthogonal to this plane is equal to zero. If there
is niow a (hyper-) spherical dispersion of the points
of a group around their group center of gravity,
the marginal within-grouip variance is constantly
equal in all directions. Since the total variance is
composed of withiin- and betweeni-grouip variance,
and the latter is unequal to zero in every direction
of Eg-', the maxima of the total marginal variance
determine Eg-1. If one projects the points per-
peIndicularly onlto EK1, all information about the

groups will be containied in Eg-', anid, because of
the supposed within-group dispersion, two clearly
separated groups in the Rn will also be clearly
separated in the projection on Eg.

Finding the directions OU1 , OU2, *-- OUgl iS
the same problem as that of finding the g - 1
prinicipal componlenlts in factor analysis. To the
direction OUi belongs a so-called eigenvalue (or
characteristic root) Xi , which is e(qual to the total
marginal variatnce in the OUi direction and is
maximal for the principal components (Rao,
1952). If the eigenvalues are determined in de-
creasing order of magniitude, Xg , Xg+i X *-A
become constantly a multiple of s2, or approxi-
mately the same because of sampling fluctuations,
so that the number of dimensionis necessary can
be determined from the behavior of the X values.

Twenity principal components were extracted
from the present data (Fig. 4). After the second
or third eigenvalue, the remaining otnes decrease
very slowly. It can be assumed that, after the
flexus, the remaininlg eigenvalues represent within-
group variance and that, in the presenit case, only
two or three axes (dimensions) are sufficient to
represent the variance between groups. It is ap-
preciated that placing reliance on such diagrams
to determine the number of relevant axes is em-
pirical, but it is the only course available at pres-
ent. It. should be mentioned that, whereas taking
too few dimensionis may lead to spurious over-
lapping of groups and difficult separation, the
takiing of too many, oni the other hand, leads to no
inconveniences other than lengthening calcula-
tions. In the present study, we used the first five
dimensions for clustering. Since an R technique

1,

Eigenvalue Number

FIG. 4. "Eigenvalues" (X) of the first 20 principal
components extracted from the present data. The
eigenvalue of each principal conmponent is propor-
tional to the fraction of the total variance accounted
for by each comlponent.
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was used (covariance between characters), the
result is a localization of characters in the reduced
spaced spainned by the axes found. But since an
organism is specified by its characters, then the
projection of. for instance, the ith organism on the
first axis cani be found by summing the loadings
on the first axis of all those characters which are
scored 1 for the ith organism. This is done for all
axes, and for all organisms.

Clustering. Having reduced the n dimensions to
a more manageablk number with minimal loss of
between-group variance, or, in other words, having
projected the N points from an n-dimensional
space into, e.g., a five-dimensional one, we could
proceed to the clustering method which is based
on normal density functions, coupled with a
gradient method to locate the centers of gravity
of the zones where there is maximal gathering of
points. Each point (representing an organism) is
considered as the mean of a normal density func-
tion, of which the standard deviation, a, can be
fixed arbitrarily but is the same for all N functions.
The N density functions are then added together.
With a sufficiently small value of a, the sum of the
N normal density functions will have as many
maxima as there are points, i.e., N maxima. If a
larger a value is selected, then the summed func-
tion will have fewer than N maxima, as in Fig. 5
in which nine points are ranged in one dimension
(only to simplify the graphical representation),
showing three maxima. With a sufficiently larger
a, the summed function will have only one maxi-
mum, as in Fig. 6. The same technique can be
applied simultaneously in more than one dimen-
sion.

It is evident that, for a given value of a, the
maxima will lie in regions of maximal clustering
of points and, therefore, the existence of maxima
is an indication of clusters. The next step is to
localize the maxima and to identify the points
lying under the slopes of each particular maxi-
mum. This determination is made by a gradient
method (Schnell, 1964a, b). In the one-dimen-
sional example in Fig. 5, the points can be im-
agined as projected onto the summed function.
Points 1, 2, 3 lie on the slopes of maximum I;
points 4, 5, 6, 7, on those of maximum II; and
points 8, 9, on the slopes of maximum III. The
direction of maximal slope is determined for each
point. Each point is moved a small step in the
direction of maximal slope. The point is again
moved, and the process is repeated until the slope
is null; i.e., the point has reached the maximum
and it can "climb" no farther. This method is
therefore also called a "climbing" method or a
"steepest ascent" method. All points coming to
the same maximum are considered as belonging
to the same group.

It is evident that different groups result at
different values of a and subsequently merge to-
gether as a is increased. This permits the construc-
tion of an automatic dendrogram by the computer.
As a increases, the number of groups decreases
(Fig. 7). The maehine prints out the smallest a

II

1 2 3 4 567 89
FIG. 5. Projection of points (organisms) onto

one dimension (corresponding to one principal
component of the factor analysis) with normal den-
sity functions fitted to each point and with the sum
of these. The summed function has three maxima.
In the gradient method, the points can be projected
onto the summed function and then each separately
moved in direction of its maximal slope progressively
until they reach a maximum. All points coming to
the same maximum are considered as belonging to
the same group (e.g., points 1, 2, 8 belong to group I;
points 4, 5, 6, 7, to group II; and points 8, 9 belong
to group III).

1 2 3 4 56 7 89

FIG. 6. Projection similar to that in Fig. 5, with
a increased. The sum of the nine density functions
now has only one maximum and, therefore, with this
value of a, all nine points form one group only.

value for which the number of groups, g, is a little
less than or equal to N, and the members of the
corresponding groups. The value of a is then in-
creased, and the computer repeats the clustering
method, printing out the new a value and the
corresponding groups. This is repeated until a
value of a is reached for which only one group
results. Thus, a dendrogram is obtained in which
the scale is expressed in units relative to the
smallest a- used (Fig. 8). In the present example,
the rate of increase was the addition of 2 a at each
iteration.

Representation of the results by physical models.
Principal-component analysis is used to locate the
strains in relationship to a restricted number of
orthogonal axes. In many cases, the projection of
the strains onto the first three axes may be suffi-
cient to represent groups without spurious over-
lapping. This permits the construction of a physi-
cal three-dimensional model which can represent
an interesting didactic and heuristic device. The
computer has been programmed to print directly
on paper the projection of the organisms in rela-
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16.
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9
FIG. 7. Histogram of the number g of groups

formed in function of r value used at each iteration
in the present example.

6' 14 12 10 a Strain Nos.

1 _13
i 15-20

14
22
33
21

- 23
_ 37
- 24
- 32
- 26

28
25

- 35
36

- 29
30
34

- 37
45
31

/ 38-44

49
46

48

FIG. 8. Dendrogram resuilting from successive
applications of the GRADIENT method of cluster-
ing, with different multiples of the smallest a.

tion to pairs of axes, the 1st and 2nd, then the 1st
and 3rd; from such diagrams, models such as that
shown in Fig. 9 can be rapidly constructed with
colored balls and metal wire.
The first introduction of physical models in

taxometrics was by Lysenko and Sneath (1959).
Their method, however, can only work well either
when the number of the characters is very small
or when the characters themselves are correlated
into not more than three groups, since the com-
plements of the similarity indexes (1 - S) are
calculated for an n-dimensional space. A physical
model based on principal-component analysis can

always be made, possibly without overlapping of
the groups.
Execution of calculations. Per cent S and M co-

efficients were calculated with an IBM 650 com-

puter at the Centro di Calcolo Numerico of the
University of Genoa. Principal-component analy-
sis and projection of the elements were carried out
with an IBM 7090 at CETIS, Euratom, Ispra,
Italy, with a program called "automatic classifica-
tion by principal-component analysis," written
by P. Ihm, H. Fangmeyer, and P. Schnell. The

"gradient method" was carried out with an IBM
7040 at the Laboratorio di Fisica of the Istituto
Superiore di Saiita, Rome, Italy, with a program

called "gradient method clustering" (GRADI-
ENT), written by G. Farchi and P. Lanciani. The
"unweighted pair group method" (using also per

cent M) was carried out by courtesy of F. J. Rohlf
of University of California, Santa Barbara, with
an IBM 7094 and a program called TAXON,
written by Rohlf.

RESULTS

Sneath's method u ith the use of per cent S. Only
a few errors were found in the earlier (Hill, 1959)
hand-computed per cent S coefficients. The cor-

rected dendrogram is presented in Fig. 1. It
differs but little from that of the earlier paper.
The taxonomic conclusions previously reached
remain, therefore, unaltered. Since, with per cent
S, S. aureus and S. saprophyticus together with
the miscellaneous S. lactis strains appear more

closely related to each other than they are to
S. roseus and miscellaneous S. afermentans strains,
then better nomenclature would be obtained by
giving the generic names Staphylococcus and
Micrococcus to branches 1 and 2, respectively,
of the per cent S dendrogram.

Sneath's method uith per cent M, TAXON, and
GRADIENT. All these three methods gave
essentially similar results; the dendrograms are

given in Fig. 2, 10, and 8, respectively. One group

FIG. 9. Three-dimensional model constructed
from the projection diagrams furnished by the com-

puter.
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comprises all the S. roseus and S. afermentans
strains (excluding only strain 45 and including
strain 31) well separated in all four methods. The
constancy of this finding with different methods
is evidence that this group of cocci is indeed
taxonomically separated, confirming earlier con-
clusions. Strain 31 corresponds to the description
of Shaw et al. (1951) for S. lactis as producing acid
from glucose. However, it did not produce acid
from the other glucids tested, and was, therefore,
at best a "poor" fermenter.
The division between S. aureus and the mis-

cellaneous group comprising S. saprophyticus and
S. lactis strains is evident differently in different
dendrograms. It is very sharp with per cent M,
less so with GRADIENT method and TAXON,
and least of all with per cent S. With the excep-
tion of per cent M, it is always less evident than
the separation of the S. roseus and S. afermentans
group.

Comparison with the classification of Shaw et al.
Organisms named S. aureus according to the
scheme of classification of Shaw et al. (1951) con-
stitute a discrete taxometric phenon. The char-
acter chosen by them, coagulase possession, is a
highly correlated character, as evidenced by its
high loading in both first and second axes (Table
2). The sharp distinction between S. saprophyticus
and S. lactis does not appear justified, particu-
larly in view of the TAXON and GRADIENT
dendrograms. The use of the Voges-Proskauer
test to make such a division is suspected of
creating artificial groups in their scheme. The
character had relatively high loading only on the
fourth axis. This finding illustrates the inherent
danger of monothetic classifications. S. lactis, on
the other hand, has also been found a nonhomo-
geneous group by Pohja (1960), Gregory and
Mabbit (1957), and Baird-Parker (1963).

Also, the separation between S. roseus and S.
afermentans appears dubious. A certain degree of

FIG. 10. Dendrogram resuclting from TAXON,
applied to a matrix of per cent M.

TABLE 2. First and last five characters at both
extremes of the first three ares*

Axis No. Feature Eigen-vector

76 Heat-sensitive, 3+ +0.168
13 Optimal temp, 30 C +0.138

ce 80 Phenol-sensitive, 3+ +0.113
e 5 Diam, 0.9 to 1.0 IA +0.109

21 Pink pigment +0.109
64 Methylene blue reduced, -0.192

2+
: 18 Gold-yellow pigment, 1+ -0.197
> 42 Phosphatase -0.203
4a 45 One to four flocculation -0.210

lines against staphylo-
coccus antitoxin

32 Free coagulase, 1+ -0.211

23 White pigment +0.362
73 Growth with 15% NaCl +0.259

< 16 Smooth colonies +0.220u 53 Acid from maltose +0.213
49 Acid from glucose +0.208

> 35 a-Lysin, 1+ -0.151
45 One to four flocculation -0.156

> lines againist staphylo-
a coccus antitoxin

.h 21 Pink pigment -0.164
39 5-Lysin -0.165
32 Free coagulase, 1+ -0.170

< 54 Acid from mannitol +0.255
ci 47 Penicillinase, 1+ +0.235

48 Penicillinase, 2+ +0.190
59 Urease, 2+ +0.189c 25 Granular deposit in broth +0.187

S 24 Uniform turbidity in broth -0.187
> 69 Gelatin liquefaction 1+ -0.191
a 67 Casein hydrolysis, 1+ -0.206
*s 62 NO3 -* NO2 -0.228

75 Heat-sensitive, 2+ -0.267

* Characters were reordered according to their
loadings (eigenvectors) from the highest positive
value to the highest negative one on each axis.

separation of S. roseus can be seen with per cent
S, but this is less evident in per cent M and
TAXON, and almost nil with the GRADIENT
method.

Identification. As mentioned before, during the
principal-component analysis, the computer
furnishes lists of weights or loadings of the
characters toward each axis, one list (eigenvector)
per axis. These lists can be reordered from the
highest positive loading to zero loading and then
to the highest negative loading. The characters
at the extremes of such reordered lists are the
relatively most important ones in generating the
classification.
The projection of the first two axes of the

present principal-component analysis is sufficient

Y.M55 60 65 70 75 80 Stin Nos.

1,3-10

12-161872
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to separate the major groups found (S. aureus;
S. saprophyticus and S. lactis; S. roseus and S.
afermentans). At the extremes of the first axis are
located S. aureus and S. roseus; hence, the most
negatively loaded characters (with respect to
this axis) are typical of S. aureus. In fact, I)articu-
larlv in the case of the better-known S. aureus,
characters such as free coaoulase, l)hoslhatase,
and golden yellow pigment were among the
highest negatively loaded characters (Table 2).
With reference to S. roseus, pink pigment appears
(high positive loading), but unsuspected charac-
ters such as heat and lhenol sensitivity are also
revealed (Table 2).

Along the secondl axis, the organisms are
ordered from S. aureus, together with S. roseus
and S. aferinentans stIains, to S. lactis and S.
saprophyticus strains. Again, the most negatively
loaded characters are typical of the first two
major gIoups of strains (Table 2, free coagulase
again, -hemolvsin, flocculation lines against
staphylococcal antitoxin, a-hemolysin, and pink
pigment), and the most, positively loaded one.s
are typical of S. lactis and S. saprophyticus
strains (Table 2, white pigment, growth with
15% NaCl, smooth colonies, acid from maltose
and glucose).

DIsICUSSION

The puurpose of this paper has been not so
much the elucidation of JMicrococcus-Staphylococ-
cus taxonomy per se, which would require the
study of a larger number of strains, but rather the
pres,entation and description of the GRADIENT
method as a new taxometric method, the use of
data regarding those organisms for its illustra-
tion, and, finally, the comparison of this method
with others currently in use.
Our method, combining projection onto p

dimensions and clusterino, is evidently a much
more complex method than the others used here.
It lpre.ients the disadvantage of requiring good
comp)uting facilities. Final re.sults are quite similar
to the simpler method of Sneath (per cent llI)
and the TAXONimethod. Our method and
TAXON both rel)re.sent an improvement over
Sneath's method (per cent S or J1), in that both
methods avoid the subjective visual reordering
(often obligatoyI) of shaded triangle diagrams.
Both Sneath's method (per cent S or i11) and
TAXON carry out clustering directly on simi-
larity coefficients, between organisms, computedl
with all characters equally weighted, a plractice
which has given rise to vivacious controversy.
Though groups, by these methods, can only
emerge if correlated characters are plresent and
these indeed determiline the eventual taxonomic
divisions made, this fact is not immediately ap-

pal'ent. These methods do not actually reveal
which characters are the most important ones,
this being probably the cause of controversy.
Out method, on the other hand, conducts first

a plrocedure by which characters are weighted
(andl furnishes lists of the.se loadings), and then
piroceeds to clustering in a weighted-character
space. For this rieason, the method is less exposed
to the criticisms raised against other Adansonian
methods.
The GRADIENT"imethod carries out (luster-

ing in a p-dimensional space (p < n), and, hence,
there is loss of information; per cent S, per cent
11, and TAXON mnethods are not amenable to
the studv of how much information is lost. With
our method, on the other hand, the loss of infor-
imation when passing from n to p dimensions is
easily calculated. The total variance in the
original data corresponds to the trace of the
covariance matrix, and the eigenvalues, X, asso-
ciated with each axis determined, indicate how
much variance is accounted for by each axis.
Hence, the sum of the X divided by the trace and
multiplied by 100 gives the per cent of total
variance accounted for by the axes used. In the
present illustration, the trace was 636.94, and
Xl +X2 +X3 +X4 +X5was 347.21; thus, 347.21/
636.94 X 100 = 54.5% of the total variance was
accounted for by the first five axes. Therefore,
the loss of information was 100 - 54.5 = 45.5%.
B3ut this information is only within-group infor-
mation and is without interest for groul) deter-
mination.
The use of the first three princil)al axes to

construct physical three-dimensional models
provides the best representation that can be
visually realized in the sense that the loss of
information is the minimum possible (Fig. 9).

Finally, the eigenvectors computed during the
principal comp znent p)rogram -ield information
of direct interest for identification. In another
paper, we expllained how taxometric results
could be utilized to construct a diagnostic sto-
chastic key (Hill and Silvestri, 1962; 1\1ller,
1962). This same method could be applied to the
present results. However, some diagnostic device
could be based on the utilization of such informa-
tion, represented by the character loadings
obtained during the factor analysis. This utiliza-
tion will be the subject of a further paper.

In conclusion, all methods present advantages
and disadvantages, of course. Final results are
very similar with the different methods, which in
itself is indicative of theiI statistical robustness.
An eventual choice letween alternative methods
will, therefore, be (letermined by weighing the
adlvantages of the greater "yield" of the GRADI-
E4'lNT method and the disadvantage that it
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cannot be carried out with simpler computing
facilities against the greater economy of the
other methods with their smaller yield. The
greater "yield" of our method consists of obtain-
ing character loadings, evaluating losses of
information, constructing physical models, and,
finally, providing data useful for identification
keys.

Another factor influencing the choice of method
is represented by the original data itself. In the
present example, one of the simpler methods
would probably be preferred by most, but in
more complex taxonomic situations our method
may be more rewarding, in particular when the
reordering of strains in triangular diagrams is
not unequivocal.
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