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Abstract
This review examines the neural systems underlying auditory word recognition processes using
both lesion and functional neuroimaging studies. Focus is on the influence of the sound properties
of language (its phonetic as well as its phonological properties) in the service of identifying a
particular word or the conceptual/meaning associated with that word. Results indicate that
auditory word recognition recruits a neural system in which information is passed through the
network in what appears to be functionally distinct stages – acoustic-phonetic analysis in temporal
areas, mapping of sound structure to the lexicon, accessing a lexical candidate and its associated
lexical-semantic network in temporo-parietal areas, and lexical selection in frontal areas.
Information cascades throughout the network as shown by the influence of ‘goodness’ of fit and
phonological/lexical competition on modulation of activation in both posterior areas including the
superior temporal gyrus and supramarginal gyrus and in frontal areas including the inferior frontal
gyrus.

Introduction
To recognize a word requires processing the sound properties of language and mapping
these sound structure representations on to lexical form, where the appropriate word is
ultimately selected from the thousands of words in the lexicon. Much past research has
looked at these processes contributing to word recognition separately. For example, the
processes involved in perceiving the sounds of language and delineating the acoustic cues
used in shaping phonetic category structure are typically studied independent of words and
their meanings. And the processes involved in selecting a word and accessing its meaning
are typically studied independent of perceiving the phonetic details of the input and the
acoustic cues giving rise to phonetic categories. Yet, in the end, word recognition is in the
service of a goal – which is to understand what the speaker is saying and hence requires
delineating the processes involved in mapping what the speaker has said phonetically on to
the sound shape associated with the word to ultimately extract its meaning.

It is the goal of this review to examine the neural systems underlying word recognition
processes using both lesion studies and results from functional neuroimaging (fMRI).
Together, they provide insight into how the various processes leading to word recognition
intersect and, as we will see, interact. And more generally, they provide a window into the
functional architecture of the language system. Specifically, we will examine auditory word
recognition as it is influenced by the sound properties of language. The sound properties of
language include the acoustic-phonetic detail of the sound shape of language which the
listener receives as input from a speaker (its phonetic properties) and the more abstract
phonological categories of sound used in a particular language system (its phonological
properties).
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Preliminaries
Understanding the neural systems underlying language processing and word recognition in
particular draws from a rich literature in both aphasia and neuroimaging. Each research
domain provides something that the other does not. Aphasia provides a rich tapestry of
abilities and disabilities in language as a function of the underlying pathology. Moreover, as
well shall see, different patterns of pathology may emerge under the same task conditions as
a result of lesions to different areas, allowing for inferences about the functional roles those
regions play. However, the fact is the lesions of aphasic patients tend to be large, making it
difficult to pinpoint precisely the neural area giving rise to the deficit. Thus, strong claims
about the neural underpinnings of language processes are difficult to make. In contrast,
functional neuroimaging studies provide excellent localization. Activation patterns can be
delineated on a voxel by voxel basis. However, it is not always clear whether activation in
an area means that this particular area is necessary for a specific function (Price et al. 1999).
And when several areas are activated within a particular task (as is often the case), it is
impossible to know whether the functions of those areas differ. Together, however, the
results of lesion studies and neuroimaging experiments allow for converging evidence about
the neural systems underlying language and their functional roles. If, for example, an fMRI
study shows activation in several areas, it is possible to look at the consequences of lesions
to those particular areas to determine whether they are individually or severally involved and
to ascertain what functional role they may play.

To presage the findings, there is no one area or ‘module’ where word recognition occurs.
Rather, word recognition recruits a neural system involving temporal, parietal, and frontal
structures (see Figure 1). These areas are engaged during the processes of word recognition.
For example, while it is the case (and it is of no surprise) that the auditory processing of
words recruits temporal lobe areas (since the primary auditory areas surface in the temporal
lobe), frontal areas are also recruited and the extent of their activation is modulated by sound
structure properties of words (Burton 2001; for reviews see Scott and Johnsrude 2003;Scott
and Wise, 2004;Hickok and Poeppel 2000). As we will discuss in detail below, these
findings suggest that word recognition involves a processing stream engaging multiple
neural areas and that while there are multiple stages of processing, information flow at one
level of processing modulates and influences other stages of processing.

Such modulation of activation across the processing stream has implications for the
functional architecture of the language system. It supports those models of word recognition
in which there are multiple stages of processing organized in a network-like architecture in
which information flow at one stage of processing influences that at other stages of
processing (hence forming a network) (Gaskell and Marslen-Wilson 1999; McClelland and
Elman 1986; McClelland and Rumelhart 1986; Marslen-Wilson 1987; Marslen-Wilson and
Welsh 1978). Most models of word recognition propose a series of stages in word
recognition. As shown in Figure 2, the auditory input goes through successive stages that
progressively map the acoustic input into the acoustic-phonetic properties of speech and
ultimately to the more abstract phonological properties of speech. These phonological
properties are then mapped on to lexical representations (i.e. words in the lexicon) where the
particular lexical entry is selected from the potential set of word candidates. At each stage of
processing representational units are coded in terms of patterns of activation and inhibition,
and the extent to which a representational unit is activated is a function of the ‘goodness’ of
the input. As a consequence, activation patterns at a particular level of representation are not
all-or-none but are graded or probabilistic.

Where current models of word recognition differ is the extent to which processing stages
influence each other. As we will show, the results of behavioral, lesion, and neuroimaging
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studies are consistent with those models in which information cascades through the system
such that the degree to which a word is recognized is influenced by processing stages
downstream from it. In this way, the ‘goodness’ of the sound structure input at either the
phonetic or phonological level not only affects the activation of its representational units but
it also affects the activation level of the lexical form of a word and this in turn has a
cascading effect on the activation of its lexical-semantic network.

The network properties of the functional architecture of the model also influence the extent
to which a representation unit may be activated. In particular, because representational units
are themselves part of a network, the degree to which they are activated is based on whether
there are other representational units that share properties with that unit and hence compete
with it. Representational units that share many properties have greater competition than
those that do not. Thus, competition is an inherent part of the word recognition system, and
hence selection of a word candidate relies on resolving competition. The extent of
competition influences the time course and patterns of activation at each of the levels of
representation, and ultimately, the performance of the network. The greater the degree of
competition, the more difficult it is to select the word candidate. As we will show,
competition derived from both acoustic-phonetic properties and phonological structure
modulates word recognition processes. Hence, earlier processing stages generate multiple
competing representations which are transmitted to subsequent later stages of processing
(Dell and O’Seaghdha 1991; Dell et al. 1997; Gaskell and Marslen-Wilson 1999; Rapp and
Goldrick 2000; McClelland 1979; McClelland and Rumelhart, 1986).

Influence of Acoustic Properties and Phonetic Category Structure on Word
Recognition

The speech perception literature has shown that within a phonetic category, some members
of the category are better exemplars than others. In particular, exemplars of a phonetic
category that vary in equal steps across a particular acoustic dimension such as voice-onset
time (VOT) are graded (Blumstein et al. 2005; Myers 2007). (Voice-onset time is the timing
relation between the release of a stop consonant and the onset of vocal cord vibration).
Given a [ta] to [da] VOT continuum, subjects show slower reaction-time latencies (RT) and
poorer goodness ratings to the phonetic category [t] (or to the phonetic category [d]) as the
stimuli approach the acoustic-phonetic boundary between [t] and [d], even though
categorization performance for the particular stimuli may be the same. The question is first
how and in what ways phonetic category structure affects access to words, and second, what
neural areas are engaged in such processing.

One way to explore this question is to investigate the extent to which a poor exemplar of a
phonetic category influences access to the lexical representation of a word and in turn access
to its lexical-semantic network. The use of the semantic priming paradigm provides a means
of addressing this question. In this paradigm, subjects are presented with a prime followed
by a target, and are asked to make a lexical decision on the target stimulus, i.e. decide
whether the stimulus is a word or not, by pressing one of two buttons. Measures of
performance and reaction time (RT) to correct responses are taken. Subjects show faster RT
latencies to word pairs if they are semantically related than if they are not; participants are
faster in making lexical decisions to a word such as dog when it is preceded by a
semantically related word like cat than they are to dog when it is preceded by a semantically
unrelated word such as ring.

Changes in the ‘goodness’ of the phonetic input of the prime has an effect on the magnitude
of semantic priming. Thus, if the VOT of the initial segment of a voiceless stop of a prime
stimulus such as cat is shortened, and hence is a poorer exemplar of the voiceless phonetic
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category, there is a reduction in the magnitude of semantic priming (Andruski et al. 1994;
Utman et al. 2001). Based on the functional architecture described above, this effect
emerges because the mapping of the acoustic phonetic input to phonetic category structure
and ultimately to the lexical representation of the word is influenced by the goodness of the
auditory input. In this case, the initial voiceless stop is not only a poorer exemplar of the
voiceless phonetic category [k], but it is closer in acoustic-phonetic space to the voiced
phonetic category [g]. Moreover, the auditory input is a poorer match to its lexical
representation (‘cat’) and affects the information flow throughout the system, ultimately
influencing the degree to which the lexical-semantic network associated with the word cat is
activated. Thus, the ‘goodness’ of the auditory input has a cascading effect on the processes
involved in mapping sound structure on to lexical form and ultimately to meaning and
suggests that access to the lexicon is not ‘all or none’ but rather is graded (see also
McMurray 2002 who showed graded access to words using an eyetracking paradigm).

Broca’s aphasics with left hemisphere damage including the inferior frontal gyrus (IFG) (see
Figure 1) show sensitivity to the goodness of the auditory input. In particular, similar to
normal participants, they show a reduction in the magnitude of semantic priming when the
sound shape of a word is a poorer match to its lexical representation than when it is a good
match (Utman et al. 2001;Misiurski et al. 2005). Thus, Broca’s aphasics show priming for
‘cat’-‘dog’ and a reduction of priming for acoustically modified ‘c*at’-‘dog’. These findings
are critically important because they indicate that damage to frontal areas have no effect on
the early stages of mapping sound structure to lexical form and access to the meaning of a
word. In this sense, information flow is normal in that Broca’s aphasics show graded
activation of the lexical-semantic network as a function of phonetic category goodness.

Nonetheless, the goodness of the auditory input is not the whole story in its effects on word
recognition. Another crucial factor is the extent to which the auditory input may be
perceptually similar to a word in the lexicon other than the target - in other words, the extent
to which access to the word is influenced by the presence of a lexical competitor. In this
case, the presence of a lexical competitor has severe consequences for patients with lesions
involving the left IFG – whereas normal subjects show a reduction in the magnitude of
priming under these conditions, Broca’s aphasics lose semantic priming. Thus, Broca’s
aphasics show normal semantic priming to the prime target stimuli pear – fruit when the
prime stimulus is a good exemplar and matches its phonological representation. However,
pear has a voiced competitor bear. Thus, if the VOT of the initial [p] of pear is shortened, it
not only is a poorer exemplar of [p], but it is nearer in acoustic-phonetic space to the sound
shape representation for [b]. As a result, the stimulus is not only a poorer representation of
the lexical entry ‘pear’, but, the acoustic-phonetic representation is also closer to the lexical
representation of bear, enhancing the extent to which pear and bear compete with each
other. The poor exemplar of pear reduces the degree of match between the auditory input
and the lexical representation of pear while at the same time increasing the degree to which
the auditory input matches the lexical representation of the competitor bear. Under these
circumstances, Broca’s aphasics lose semantic priming for fruit (Utman et al. 2001).

Consistent with these results is the presence of phonetically driven mediated semantic
priming. In phonetically driven mediated semantic priming, a target word is primed or
shows faster RT latencies when it is preceded by a prime word that is phonologically related
to a word that is a semantic associate of the target. In other words, acoustically manipulated
time primes penny via the phonological competitor dime (Misiurski et al. 2005). In this case,
the presentation of an acoustically modified word such as time with a shortened VOT of the
initial stop consonant not only decreases its match to the representation of time but at the
same time increases its closeness to the voiced competitor dime as well as the activation of
the lexical-semantic network associated with dime, i.e. penny. Given that Broca’s aphasics
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show deficits under conditions of lexical competition, then they should fail to show priming
under these conditions. And this is the case. Although Broca’s aphasics show normal
priming for the prime target pairs time-clock and dime-penny, they fail to show mediated
priming when the acoustic input of the prime has been modified to be a poor exemplar of [t]
and closer in acoustic-phonetic space to [d], i.e. time fails to prime penny (Misiurski et al.
2005; see also Baum 1997). Thus, the role of frontal areas in word recognition processes is
to ultimately select the lexical candidate, and the degree to which this area is recruited is
modulated by the presence of lexical competitors driven by the nature of the acoustic-
phonetic input.

Previous work by Thompson-Schill (Thompson-Schill et al. 1997, 1999; Snyder et al. 2007)
suggests that frontal areas and in particular the IFG is involved in the resolution of
competition among competing semantic alternatives. What the results of the studies with
aphasic studies suggest is that frontal areas are recruited not only in selecting among
competing semantic alternatives but is also recruited when the competition derives from
competition at acoustic-phonetic stages of processing. However, because the lesions of
Broca’s aphasics typically extend well beyond Broca’s area (BA44 and 45), it is impossible
to delineate further the neural areas contributing to these selection processes. Nonetheless,
as discussed below, evidence from the neuroimaging literature suggests that the IFG as well
as temporo-parietal areas are recruited under conditions of phonological-lexical competition.

What role do temporal and parietal areas play in the processes of word recognition when
acoustic-phonetic input is varied? We know from both lesion and functional neuroimaging
studies that the temporal areas including the superior temporal gyrus (STG) and parietal
areas including the supramarginal (SMG) and angular gyri (AG) (see Figure 1) are recruited
in processing the acoustic properties of speech (Blumstein et al. 1977b,1984;Caplan et al.
1995;Carpenter and Rutherford 1973;Gow and Caplan 1996;Blumstein et al 2005;Binder et
al. 1996,2000,2004;Zatorre et al. 1992,1996) and more generally in speech perception (for
reviews see Hickok and Poeppel 2000;Scott and Johnsrude 2003;Scott and Wise 2004).
These areas play a crucial role in mapping phonological properties of speech on to lexical
form. It is to this issue that we now turn.

Influence of Phonological Structure on Word Recognition
As described above, most models of speech processing assume that the acoustic-phonetic
input is transformed into more abstract phonological representations. These representations
appear to correspond to phonetic features which underlie the sound segments of language.
Thus, the sound segment [b] is comprised of a set of features or attributes corresponding to
the fact that it is a stop consonant [+ consonant], it is made with a closure [+stop], the
closure is at the lips [+labial], and the vocal folds vibrate either prior to or shortly after the
consonant release [+voice]. It is generally the case that participants make more errors when
they are required to discriminate pairs of stimuli that share phonetic features compared to
when they don’t [pa – ta] vs. [pa vs. la], and they make more errors discriminating pairs of
stimuli that are distinguished by one phonetic feature than two phonetic features, e.g. [pa –
ba] vs. [pa – da].

Posterior aphasics with lesions involving temporo-parietal areas and specifically the STG,
SMG, and bordering parietal operculum show impairments in discriminating words
distinguished by minimal phonological contrasts (Caplan et al. 1995). There is no question
that their performance is enhanced as a function of the lexical status of the stimuli, i.e. they
do better discriminating words than nonwords (Baker et al. 1981). Nonetheless, they still
show pathological performance even when the stimuli are word pairs and not nonsense
syllables. Even patients with IFG damage show mild impairments in discriminating pairs of
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phonologically similar words or nonwords (Baker et al. 1981; Blumstein et al. 1977a; Miceli
et al. 1980).

Thus, damage to temporal, parietal, and frontal areas affects the processing of the sound
structure of words with the greatest impairments occurring with damage to temporo-parietal
areas. Neuroimaging findings are consistent with these results (Indefrey and Levelt 2004;
Hickok and Poeppel 2007; Paulesu et al. 1993). Word perception tasks reveal activation in
temporal areas including the STG and MTG as well as posterior-temporal-parietal areas (the
SMG and AG) and frontal areas (the IFG) (see Figure 1). It has been proposed that the
temporal areas are involved in acoustic-phonetic analysis, the MTG and temporo-parietal
areas in mapping the sound structure on to lexical form (lexical code retrieval and
phonological working memory), and the frontal areas involved in lexical selection. These
findings are consistent with the view that the mapping of sound structure to lexical form
recruits a distributed neural system involving temporal, parietal, and frontal structures with
the temporo-parietal areas particularly involved in mapping sound structure on to lexical
form (Hickok and Poeppel 2000).

Even though both frontal and temporo-parietal areas are involved in mapping sound
structure on to lexical form, results of a study by Tyler (1992) using a gating paradigm
showed that patients with posterior or anterior lesions behave similar to normals in being
able to identify potential word candidates as they are presented with increasingly larger
portions of the auditory input of words. This paradigm has shown that normal participants
report a number of word candidates when there is little auditory input. As the amount of
auditory input increases, the number of possible word candidates that match the sound
structure input decreases until at some point, only one word is uniquely identified (Grosjean
1980). The pattern of results for brain-injured patients is similar to that of age-matched
controls (Tyler 1992). They identify a similar set of candidate words for a particular auditory
input; they recognize the word at approximately the same point as normals; and this
‘uniqueness point’ (the point where the word is completely disambiguated) occurs before all
of the auditory input is presented, i.e. prior to its offset. Despite these spared abilities,
further examination of word recognition processes using other paradigms suggests that word
recognition is modulated by phonological structure and the number of potential word
candidates that share phonological structure and that both anterior and posterior areas are
recruited under such conditions.

It has been shown that the ease or difficulty with which a spoken word is accessed is
influenced by the number of words which are phonologically similar to it (Luce and Pisoni
1998; Luce and Large 2001; Vitevitch and Luce 1999). Words which have a lot of
phonologically similar ‘neighbors’ are harder to access than words which have a few
phonologically similar ‘neighbors’. In particular, lexical decision and naming latencies are
slower to words from dense neighborhoods than words from sparse neighborhoods (Luce
and Pisoni 1998). These findings are consistent with the view that all potential word
candidates that share sound structure properties with the target word are partially activated
and the candidate that best matches the target is eventually selected. The greater the number
of competitors, the harder it is to select the target stimulus.

Broca’s aphasics with damage including the IFG show normal lexical density effects in a
lexical decision task. Namely, similar to normal control subjects, they show slower reaction-
time latencies to words from high density neighborhoods than to words from low density
neighborhoods (Rissman and Blumstein, in preparation). And functional neuroimaging
results with normal subjects show increased activation in the SMG as a function of lexical
density with greater activation for high density than for low density words (Prabhakaran et
al. 2006). Taken together, these results suggest that the SMG is critically involved in
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mapping sound structure to the lexicon, and greater processing resources are required in
accessing words from phonologically similar neighborhoods. Surprisingly, the IFG did not
appear to be involved in resolving phonological-lexical competition. Thus, as shown earlier,
frontal areas including the IFG are recruited under conditions of semantic competition (see
Swaab et al., 1998: Bilenko et al., 2008), but they do not appear to be recruited under
conditions of phonological competition. If this were the case patients with lesions including
the IFG should have shown deficits in selecting words from high density neighborhoods
compared to low density neighborhoods and the neuroimaging findings of Prabhakaran et al.
(2006) should have shown increased activation in the IFG for high density compared to low
density words.

Taken together, these findings raise the possibility that there is a functional division in those
neural areas recruited in the resolution of competition with the SMG resolving phonological-
lexical competition and the IFG resolving lexical-semantic competition. However, it is
important to consider the task demands used to investigate the neighborhood density effects.
In particular, recruitment of the SMG occurred when subjects were required to determine the
lexical status of the stimulus. In this case, they only needed to determine whether there was
a match between the auditory input and a lexical entry. Thus, this task tapped only the
mapping of sound structure on to lexical form and not the mapping of the lexical target on to
a conceptual representation of the auditory input. Critically, as we will show below, when
subjects have to access the conceptual as well as the phonological representation of a word
by pointing to a picture from a stimulus array corresponding to an auditorily presented word,
evidence from both lesion studies and functional neuroimaging indicates that both the IFG
and posterior areas including the posterior STG and SMG are modulated by the presence of
phonological/lexical competition (cf. also Celsis et al. 1999; Binder and Price 2001; Gelfand
and Bookheimer 2003; Hickok and Poeppel 2000; Gold and Buckner 2002). Let us turn to
the evidence.

Behavioral findings in the normal literature using an eye-tracking paradigm have shown that
the presence of an onset competitor influences the time course in selecting the picture of an
auditory target (Tanenhaus et al. 1995). In particular, if subjects are asked to point to a
picture corresponding to an auditorily presented word from a four picture display containing
pictures of a target word, e.g. hammock, a word that shares the onset of the target word, e.g.
hammer, and two semantically and phonologically unrelated distractors, e.g. chocolate and
monkey, initially they are more likely to look at the competitor than at the two unrelated
distractors (Allopenna et al. 1998).

Results of a study using the eyetracking paradigm to explore the neural systems underlying
this effect showed two areas of increased activation when comparing the competitor trials to
no-competitor trials (Righi et al. 2009). One cluster emerged in the posterior STG extending
into the SMG. Two clusters emerged in the IFG, one cluster in Brodmann’s area (BA) 44
and the other in BA45 (see Figure 1). Thus, both the SMG and IFG are recruited in the
processes of lexical selection, and the activation of these areas is modulated by phonological
competition.

Consistent with these findings are the results of a series of experiments with Wernicke’s
aphasics with lesions involving posterior areas (including the posterior STG and SMG) and
Broca’s aphasics with lesions involving anterior areas (including the IFG) (Yee et al. 2008).
One eyetracking experiment was patterned after the Allopenna et al. (1998) and Righi et al.
(2009) studies discussed above examining phonological onset competition. The second
study investigated whether phonological competitor effects would emerge even when the
onset competitor stimulus was not present in the stimulus array. In particular, similar to the
lexical decision studies described earlier, this study investigated phonologically mediated
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semantic priming effects. That is given the target word hammock, normal subjects
preferentially look at the picture of a nail (semantically related to the onset competitor of the
target, i.e. hammer) compared to two unrelated distractors (Yee and Sedivy 2006; Yee et al.
2008).

Results of the two experiments revealed that both groups of patients demonstrated
pathological patterns (Yee et al. 2008). Although both Broca’s and Wernicke’s aphasics
successfully looked at the picture of the auditorily presented target, patients with posterior
damage showed increased looks over time to the competitor stimuli than to the distractors.
In contrast, patients with anterior damage lost the competitor effect and were as likely to
look at the distractor stimuli as to the competitor. These different patterns suggest separate
functional roles for posterior and anterior areas in the resolution of competition. Thus,
damage to both posterior and anterior areas has consequences for word recognition; both
areas show deficits as a function of phonological competition and hence are a part of a
common network which underlies the processes which ultimately allow a listener to
recognize and access words (cf. also Janse 2006).

Functional Architecture and Neural Systems Underlying Word Recognition
The results of the studies reviewed in this paper are consistent with models of word
recognition in which information flow from one stage of processing has a cascading effect
on processing at later stages of processing (Gaskell and Marslen-Wilson 1999; McClelland
and Elman 1986; McClelland and Rumelhart 1986; Marslen-Wilson 1987; Marslen-Wilson
and Welsh 1978). They challenge those modular, feed-forward models in which gradations
in activation affect only the current level of processing and processing stages have limited
influence on each other (Levelt, 1992; Levelt et al., 1999). In this view, a processing stage
generates a single representation once its computations are complete and this single output
representation is then transmitted to subsequent processing stages. Thus, these models do
not allow for graded activation in subsequent processing stages.

The results from lesion studies and functional neuroimaging experiments support the
principles on which the functional architecture of the word recognition system appears to be
based. Namely, word recognition recruits a neural system involving anterior, parietal, and
temporal areas. Information passes through these areas in what appears to be functionally
distinct stages – acoustic-phonetic analysis in temporal areas (STG), mapping of sound
structure to the lexicon and accessing a lexical candidate and its associated lexical-semantic
network in temporo-parietal areas (MTG, SMG, AG), and lexical selection in frontal areas
(IFG). These areas are interconnected and information cascades throughout the network as
shown by graded activation during word recognition in these areas as a function of the
nature of the acoustic-phonetic input and the extent of lexical competition. Such graded
activation affecting this neural network has been shown not only in word recognition
processes but also in the perception of the phonetic categories of speech (Blumstein et al.
2005; Myers 2007), in the influence of the lexical status of a word on phonetic perception
(Myers and Blumstein 2008), and in semantic priming (Rissman et al. 2003; Cardillo et al.
2004).
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Figure 1.
Neural areas associated with word recognition processes. Lateral view of the left
hemisphere. Numbers correspond to Brodmann’s areas.
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Figure 2.
Model of processing stages in word recognition
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