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Abstract
Hybrid quantum/classical molecular dynamics simulations of the two proton transfer reactions
catalyzed by ketosteroid isomerase are presented. The potential energy surfaces for the proton transfer
reactions are described with the empirical valence bond method. Nuclear quantum effects of the
transferring hydrogen increase the rates by a factor of ~8, and dynamical barrier recrossings decrease
the rates by a factor of 3–4. For both proton transfer reactions, the donor-acceptor distance decreases
substantially at the transition state. The carboxylate group of the Asp38 side chain, which serves as
the proton acceptor and donor in the first and second steps, respectively, rotates significantly between
the two proton transfer reactions. The hydrogen bonding interactions within the active site are
consistent with the hydrogen bonding of both Asp99 and Tyr14 to the substrate. The simulations
suggest that a hydrogen bond between Asp99 and the substrate is present from the beginning of the
first proton transfer step, whereas the hydrogen bond between Tyr14 and the substrate is virtually
absent in the first part of this step but forms nearly concurrently with the formation of the transition
state. Both hydrogen bonds are present throughout the second proton transfer step until partial
dissociation of the product. The hydrogen bond between Tyr14 and Tyr55 is present throughout both
proton transfer steps. The active site residues are more mobile during the first step than during the
second step. The van der Waals interaction energy between the substrate and the enzyme remains
virtually constant along the reaction pathway, but the electrostatic interaction energy is significantly
stronger for the dienolate intermediate than for the reactant and product. Mobile loop regions distal
to the active site exhibit significant structural rearrangements and, in some cases, qualitative changes
in the electrostatic potential during the catalytic reaction. These results suggest that relatively small
conformational changes of the enzyme active site and substrate strengthen the hydrogen bonds that
stabilize the intermediate, thereby facilitating the proton transfer reactions. Moreover, the
conformational and electrostatic changes associated with these reactions are not limited to the active
site but rather extend throughout the entire enzyme.

Δ5-3-Ketosteroid isomerase (KSI) catalyzes the isomerization of 3-oxo-Δ5-steroids to their
Δ4-conjugated isomers. The reaction occurs by a two-step general acid-base mechanism
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involving a dienolate intermediate (1). Kinetic studies of KSI have provided estimates of the
free energy barriers for the four steps corresponding to substrate binding, two proton transfer
reactions, and dissociation of product (2). A variety of mutant KSIs have been studied to
identify the catalytically important residues (3–8). The three-dimensional structures of KSIs
from two bacterial strains, Commamonas testosteroni and Pseudomonas putida, have been
determined by X-ray crystallography and NMR (3,4,9–13). These two KSIs are homologous
with 34% sequence identity, and the key catalytic residues of the active sites are conserved.

The catalytic efficiency of KSI approaches the diffusion-controlled limit (1). This high catalytic
efficiency has been explained in terms of a wide range of factors, including electrostatic
stabilization and hydrogen bonding (3,4,14,15). Electronic structure calculations on model
systems have illustrated the importance of hydrogen bonding in KSI (13,16,17). Molecular
dynamics (MD) simulations of KSI have provided additional insights into the mechanistic role
of hydrogen bonding (14,15,18–20). Experimental studies of the primary and secondary kinetic
isotope effects have suggested that hydrogen tunneling is significant in these reactions (21).
Moreover, systematic studies of a series of phenolates binding to KSI have enabled the
evaluation of both geometric and electrostatic contributions to binding and catalysis (20,22).
Additional recent experimental studies have been directed at clarifying the role of
electrostatics, geometrical discrimination, and hydrogen bond coupling in the active site of
KSI (23–26).

In this paper, we present hybrid quantum/classical MD simulations aimed at elucidating the
geometrical, conformational, and electrostatic changes occurring during the isomerization
reaction catalyzed by KSI. Our simulations focus on KSI from Commamonas testosteroni
bacteria with the Δ5-androstene-3,17-dione (5-AND) substrate. The two-step mechanism is
depicted in Figure 1. In the first step, Asp38 abstracts the axial β–proton from the C4 carbon
atom of the substrate to form a dienolate intermediate. The negative charge on the dienolate
intermediate is thought to be stabilized by hydrogen bonds with Tyr14 and Asp99. In the second
step, Asp38 transfers a proton to the axial β-position at the allylic C6 carbon atom of the
substrate to form the Δ4-androstene-3,17-dione (4-AND) product.

To study this isomerization reaction, we performed MD simulations using an empirical valence
bond (EVB) potential to generate the free energy profiles for both proton transfer steps along
a collective reaction coordinate. We also calculated the contributions to the proton transfer
rates from the nuclear quantum effects of the transferring hydrogen and the dynamical barrier
recrossings. Nuclear quantum effects are thought to be important for this reaction based on the
experimentally measured primary deuterium kinetic isotope effect of ~6 (27). In addition, we
analyzed changes in key geometrical properties within the active site along the collective
reaction coordinate to clarify the roles of the catalytically important hydrogen bonds.
Moreover, we examined thermally averaged structures along the reaction pathway to identify
conformational changes in the protein that are associated with the proton transfer reactions.
An analysis of the electrostatic potentials for these thermally averaged structures provides
additional insights into the changes in the electrostatic environment throughout the protein that
are occurring during the proton transfer reactions.

The present work is related to several previous computational studies of KSI. In Refs. (14) and
(15), MD simulations were used to characterize hydrogen bonding in the active site of KSI
bound to the substrate and intermediate, but these simulations did not probe the proton transfer
reactions. In Ref. (18), the EVB method was combined with classical MD free energy
perturbation simulations to study the proton transfer reactions catalyzed by KSI. The
methodology in the present work differs from that used in Ref. (18) because the present work
includes contributions from the nuclear quantum effects of the transferring hydrogen and the
dynamical barrier recrossings. The methodologies also utilize different forcefields and EVB
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parametrizations, and the present MD simulations were propagated for substantially longer
times. In addition, the previous simulations focused on KSI from Pseudomonas putida, while
the present simulations focus on KSI from Commamonas testosteroni. The previous work
analyzed hydrogen bonding, as well as the electrostatic and van der Waals interaction energies,
in the active site for the reactant and intermediate species. In the present work, we extend this
analysis to study hydrogen bonding, conformational motions in the active site and distal loop
regions, and electrostatics throughout the enzyme along the entire collective reaction
coordinate for both proton transfer reactions. Our results are consistent with the previous study
(18) and provide additional insights into these aspects of the KSI enzymatic reaction.

An outline of this paper is as follows. Section II describes the computational methods used in
these studies. Section III presents the results of applying these methods to the two proton
transfer reactions catalyzed by KSI. In the first part, we present the calculated free energy
profiles, nuclear quantum effects, and transmission coefficients. In the second part, we present
an analysis of the geometrical changes in the active site during the two proton transfer reactions,
as well as the conformational and electrostatic changes in the entire enzyme along the reaction
pathway. The conclusions are presented in Section IV.

II. Methods
A. EVB Model

A two-state empirical valence bond (EVB) potential was used to model the electronic potential
energy surface for each proton transfer reaction catalyzed by KSI (28). The two proton transfer
reactions are thought to be sequential, where the product of the first proton transfer reaction is
the reactant of the second proton transfer reaction. Moreover, early experiments established
conservation of the transferred proton (i.e., the same proton is transferred in both steps) (29).
These two proton transfer steps are depicted in Figure 1. Since the Intermediate is thermally
stable and the electronic coupling between the Reactant and Product states is negligible, we
describe these reactions with two two-state EVB models rather than one three-state EVB model.
For the first step, the two EVB states correspond to the Reactant and the Intermediate. For the
second step, the two EVB states correspond to the Intermediate and the Product. The partial
atomic charges for the substrate in all three states were calculated using the RESP methodology
(30). For each two-state EVB model, the diagonal matrix elements V11 and V22 of the EVB
Hamiltonian were described by the AMBER99 forcefield (31,32) with modifications described
below, and the energy difference Δ and the coupling V12 between the two states were obtained
by fitting to the experimentally determined rate constants for the forward and backward
reactions (2,33). The ground state electronic potential energy surface for each proton transfer
reaction is obtained from the lowest energy eigenvalue of the corresponding 2×2 EVB
Hamiltonian.

As mentioned above, minor modifications to the AMBER99 forcefield were implemented for
the diagonal matrix elements of the EVB Hamiltonians. The charge on the transferring
hydrogen was found to be small, so this charge was added to the charge of the donor atom in
the reactant and to the charge of the acceptor atom in the product. The resulting zero charge
on the transferring hydrogen enhances the computational efficiency for the path integral
calculations because the electrostatic interactions do not need to be recalculated when only the
hydrogen coordinates change. In addition, small Lennard-Jones parameters were assigned to
the transferring hydrogen atom to provide a more accurate description of the breaking and
forming of the bonds. We determined the values of these parameters by studying the model
system shown in Figure 2, where cyclohexone is used to mimic the substrate, ethanoic acid is
used to mimic aspartic acid, and two water molecules are used to mimic the hydrogen-bonding
network in the active site. We calculated the transition state for this model system using density
functional theory (DFT) at the B3LYP/6–31G** level with Gaussian03 (34). The transition
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state structure donor-hydrogen distance, acceptor-hydrogen distance, and donor-acceptor
distance were calculated to be 1.45 Å, 1.20 Å, and 2.65 Å, respectively. The Lennard-Jones
parameters for the hydrogen were chosen so that the donor-acceptor distance for the midpoint
of the first proton transfer step generated with the EVB potential was consistent with the
distance of 2.65 Å obtained for the transition state of this model system. The resulting Lennard-
Jones parameters for the transferring hydrogen were ε = 4.0 × 10−6 kcal/mol and σ = 1.487 Å.
The resulting EVB hydrogen potential energy surfaces were found to be qualitatively consistent
with those obtained from DFT calculations at the B3LYP/6–31G** level.

We calculated the potential of mean force (PMF) for each proton transfer reaction as a function
of a collective reaction coordinate that includes motions of the entire solvated enzyme. This
energy gap reaction coordinate, Λ, is defined as

(1)

A series of biasing potentials (i.e., mapping potentials) was used to drive the reaction from the
reactant to the product state. These mapping potentials are defined as (28)

(2)

where the mapping parameter λ is varied between zero and unity. Classical MD trajectories
were propagated according to these mapping potentials, and the PMF for each mapping
potential was calculated using standard binning procedures. These individual pieces of the
PMF were combined to obtain the complete PMF for the unbiased EVB potential using the
weighted histogram analysis method (WHAM) (35–38) or umbrella integration (39–41).

B. Calculation of rate constants
Within the framework of transition state theory (TST), the rate constant is expressed in the
following form:

(3)

where kTST is the TST rate constant determined by the equilibrium forward flux through the
dividing surface and κ is the transmission coefficient that accounts for dynamical recrossings
of the dividing surface. The TST rate constant can be expressed as

(4)

where β = 1/kBT, kB is the Boltzmann constant, and ΔG‡ is the free energy barrier for the
reaction. An alternative form for the TST rate constant in terms of the PMF along a general
reaction coordinate has been derived (42–44). For simplicity, here we use Eq. (4) with the PMF
barrier as the free energy barrier. The results using the alternative expression derived in Ref.
(42) are very similar and are provided in Supporting Information.

The reactive flux approach can be used to calculate the transmission coefficient κ (45–49). In
this approach, the transmission coefficient is calculated as the flux-weighted average of the
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quantity ξ for a canonical ensemble of trajectories initiated at the dividing surface and
propagated backward and forward in time. The quantity ξ is defined so that ξ = 1/α for
trajectories with α forward crossings and α−1 backward crossings and ξ = 0 otherwise. In
practice, an equilibrium distribution of configurations near the dividing surface is selected from
a simulation based on the mapping potential in Eq. (2) with the mapping parameter λ = 0.5.
Initial velocities are sampled from a Maxwell-Boltzmann distribution of velocities chosen so
that the initial velocity component normal to the dividing surface is positive. Starting with
these initial conditions, MD trajectories are propagated backward and forward in time until
they reach either the reactant or product region. The transmission coefficient is calculated from
the expression (50,51)

(5)

where Ṙi denotes the initial velocities, n ̂i is the unit vector normal to the dividing surface, and
 is the weighting to ensure a canonical distribution for the EVB potential at the dividing

surface. In our calculations, the dividing surface is defined as Λ = 0, where Λ is the energy gap
reaction coordinate defined in Eq. (1).

The nuclear quantum effects associated with the transferring hydrogen nucleus are included
using the quantized classical path (QCP) method (52–54). In this method, free particle path
integral calculations are performed along a classical MD trajectory, where the transferring
hydrogen is represented by a ring of beads with the centroid constrained to the classical position
of the hydrogen. This method provides corrections to the classical free energy barrier that
account for nuclear quantum effects such as zero point energy and hydrogen tunneling. This
method has been shown to lead to similar results as Fourier grid methods (55).

C. Simulation Details
The 2.3 Å resolution crystal structure (PDB 1QJG)(12) of Commonas testosteroni Δ5-3-
ketosteroid isomerase complexed with equilenin (EQU) was selected as the starting structure
for the simulations. This structure has six monomeric units (i.e., three dimers) with the two
mutations Asp38Asn and Ile83Thr. For computational efficiency, we used only the second
dimer, monomeric units C and D, for our simulations. For simplicity, the proton transfer
reactions in only one monomeric unit (Chain C) were studied. Allosteric effects between the
two identical monomeric units are not thought to be significant (15). Moreover, we changed
the mutated residues 38 and 83 back to Asp and Ile, respectively. Finally, we replaced the EQU,
which mimics the intermediate state of the substrate, 3-hydroxy-androsta-3,5-dien-17-one,
back to the naturally occurring substrate, 5-AND.

The initial state of the enzyme was prepared as follows. The mutated residues 38 and 83 were
restored to those in the wild-type enzyme using the profix utility in the JACKAL protein
modeling package (56,57). The protonation states for wild-type KSI were determined from the
1BUQ solution structure (11) of KSI complexed with 19-nortestosterone–hemisuccinate. This
NMR structure was calculated at a pH of 7.0, which is the pH at which the experimental rates
were obtained. The EQU substrate analogue was replaced with 5-AND in both active sites of
the dimeric unit. For this purpose, 5-AND was optimized in the gas phase with DFT at the
B3LYP/6–31G** level with Gaussian03 (34). The optimized structure of 5-AND was mapped
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onto EQU in the active sites of the enzyme by superimposing the C4 atom and the carbonyl
oxygen of 5-AND onto the C4 atom and hydroxyl oxygen of EQU. The partial atomic charges
for the 5-AND substrate, the 4-AND product, and the dienolate intermediate were determined
using the RESP methodology (30), and the other forcefield parameters for these ligands were
obtained from the General Amber Force Field (GAFF) (58).

The protein was immersed in a truncated octahedron box of pre-equilibrated TIP3P rigid water
molecules (59,60). All crystallographic waters within 5.4 Å of units C and D were included to
preserve any significant hydrogen-bonding interactions. Six water molecules were replaced by
Na+ ions to maintain charge neutrality. The total solvated enzyme system consisted of 3844
protein atoms, 6837 water molecules, and six Na+ ions, leading to a total of 24361 atoms in
the system. All atoms in the system, including the water molecules, were treated explicitly.
The hydrogen atoms bonded to heavy atoms were constrained to their equilibrium distances
with the SHAKE algorithm (61). The Smooth Particle Mesh Ewald method (62) was used to
calculate the electrostatic interactions. A modified version of the DLPROTEIN package (63)
was used for these simulations.

The system was prepared for the simulations using a well-defined equilibration procedure. In
the first step, the water molecules were equilibrated with 50 ps of MD for an isobaric, isothermal
ensemble (NPT) at 300K with the protein fixed. Then the residues Asp38 and Thr83, which
were mutated in the crystal structure but restored to the wild-type residues for the simulations,
were optimized (i.e., the energy was minimized with respect to their coordinates) with the
protein and water molecules fixed. Subsequently, the water molecules and ions were optimized
with the protein fixed, and then the entire system was optimized. During this last optimization
step and for the remainder of the equilibration procedure, three constraints were applied to
maintain the catalytically important hydrogen bonds. These constraints were applied to the
distances between the Tyr14 hydroxyl oxygen atom and the substrate O3 atom, between the
Asp99 hydroxyl oxygen atom and the substrate O3 atom, and between the carboxylic carbon
of Asp38 and the substrate C4 atom. These distances were constrained to their crystal structure
values of 2.56 Å and 2.57 Å and 4.42 Å, respectively, during the equilibration. Note that the
hydrogen bond lengths obtained by NMR chemical shifts and fractionation factors of the
dihydroequilenin complex were 2.49 ± 0.02 Å and 2.72 ± 0.02 Å for Tyr14 and Asp99,
respectively (8,64,65). The errors in these distances in the crystal structure impact the starting
configuration and initial equilibration of our MD simulations. As discussed below, however,
these constraints were released prior to the equilibration for each window (i.e., for each
mapping potential) and during data collection. Thus, the hydrogen bond distances are allowed
to change according to the EVB potential, providing qualitatively meaningful but not
quantitatively accurate values.

The system was equilibrated according to a simulated annealing procedure consisting of 50 ps
of NPT MD at each temperature, where the temperature was increased from 50 K to 300 K by
increments of 50K. The last step of equilibration consisted of 200 ps of MD for a canonical
ensemble (NVT) at 298 K. For all of the MD simulations, the temperature and pressure were
maintained with Nosé-Hoover thermostats (66,67). The three constraints mentioned above
were removed after this last step of the initial equilibration. The length of the side for the final
cell was 78.77 Å. The root mean squared deviation (RMSD) between the protein backbone
atoms of the final equilibrated structure and the initial crystal structure was calculated to be
1.42 Å. All MD simulations for data collection were propagated at 298 K for a canonical
ensemble (NVT) with a time step of 1 fs.

For the first proton transfer step, we propagated MD trajectories using 19 different mapping
potentials with values of λ = 0.05, 0.09, 0.125, 0.190, 0.250, 0.310, 0.375, 0.400, 0.440, 0.500,
0.565, 0.625, 0.690, 0.750, 0.80, 0.815, 0.875, 0.910 and 0.950. These mapping potentials span
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the region of the reaction coordinate from the Reactant to the Intermediate state. The window
corresponding to λ= 0.05 was started from the equilibrated system described above. This
structure was further equilibrated for 100 ps prior to data collection. The trajectory in the next
window (λ= 0.09) was started from this equilibrated structure. Each subsequent window was
started from the configuration of the previous window after 10 ps of equilibration. For each
window, 100 ps of equilibration was performed prior to data collection. Two independent sets
of trajectories were propagated, starting from the same equilibrated configuration but different
initial velocities in the first window. In the second set of trajectories, a procedure involving
gradually decreasing restraints on the hydrogen bonds between the substrate and Asp99 and
Tyr14 was performed prior to the 100 ps of equilibration in each window. Over 1 ns of data
was collected for each mapping potential in both sets of trajectories, leading to a total of over
40 ns of data collection for this first proton transfer step. For each of the two data sets acquired,
the PMF curves were generated with WHAM using a bin size of 1.0 kcal/mol.

We followed a similar procedure to study the second proton transfer step. In this case, we
propagated MD simulations using 19 different mapping potentials with values of λ = 0.05, 0.10,
0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90 and
0.95. These mapping potentials span the region of the reaction coordinate from the Intermediate
to the Product state. The initial configurations for the two independent sets of trajectories were
chosen to be the protein conformations obtained after 1 ns of MD from the window
corresponding to λ = 0.95 for the first proton transfer step. The energies of these conformations
were minimized according to the mapping potential corresponding to λ = 0.05 for the second
proton transfer step and were subsequently equilibrated with 100 ps of MD prior to data
collection. The remainder of the procedure was identical to the one described above for the
first proton transfer step. Over 1 ns of data was collected for each mapping potential for the
two independent sets of trajectories, leading to a total of over 40 ns of data collection, and the
PMF curves were generated for the two sets of trajectories with WHAM.

In the path integral QCP calculations, each quantum hydrogen nucleus was represented by a
ring of 16 beads. The quantum distribution for each classical configuration was equilibrated
over 100 three-level bisection steps. Data was collected over 1000 three-level bisection steps
with quantum energies stored every 10 steps. We confirmed that the number of beads,
equilibration steps, and data collection steps were sufficient for this system. We performed
QCP calculations treating only the transferring hydrogen nucleus quantum mechanically and
treating the two hydrogen nuclei involved in the hydrogen bonds between the substrate and
Tyr14 and Asp99, as well as the transferring hydrogen nucleus, quantum mechanically. For
the latter QCP calculations, the SHAKE constraints applied to the O–H bonds in Tyr14 and
Asp99 during the generation of classical configurations were removed.

We used the reactive flux approach described above to calculate the transmission coefficients.
For these calculations, we selected 100 configurations that were within 2.5 kcal/mol of the
dividing surface. For each configuration, 100 sets of initial velocities were assigned according
to a Maxwell-Boltzmann distribution. Each trajectory was propagated forward and backward
in time with a time step of 0.01 fs until it reached the reactant or product region. The
transmission coefficient was calculated for these 104 trajectories using Eq. (5) for each of the
two data sets for each proton transfer step.

III. Results and Discussion
A. Rate calculations: PMFs, nuclear quantum effects, transmission coefficients

As described above, we generated 40 ns of MD data using a series of mapping potentials for
each proton transfer step. We used this data to calculate the classical free energy profiles (i.e.,
the PMF curves) for each proton transfer step using both WHAM and umbrella integration and
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found that the barrier is the same to within 0.5 kcal/mol for these two methods. The PMF curves
for the two proton transfer steps are depicted in Figure 3. For each step, we generated separate
PMF curves for the two data sets to test convergence and reproducibility. For the first proton
transfer step, the PMF barrier is 10.3 and 9.7 kcal/mol for the first and second data sets,
respectively. For the second proton transfer step, the PMF barrier is 10.1 and 9.7 kcal/mol for
the first and second data sets, respectively. A comparison between the two data sets, as well
as between the use of WHAM and umbrella integration, suggests that the error in the PMF
barrier due to numerical procedures is ~1.0 kcal/mol.

We also analyzed the impact of nuclear quantum effects and dynamical barrier recrossings.
We found that treatment of the transferring hydrogen nucleus quantum mechanically with the
QCP method lowers the classical free energy barrier by 1.2 kcal/mol and 1.3 kcal/mol for the
first and second proton transfer steps, respectively. For the first proton transfer step, we also
performed the QCP calculations with a quantum treatment of the two hydrogen nuclei involved
in the hydrogen bonds between the substrate and Tyr14 and Asp99, as well as the transferring
hydrogen nucleus. The quantum treatment of these additional two hydrogen nuclei does not
significantly impact the free energy barrier. We calculated the transmission coefficients κ using
the reactive flux approach described above. For the first proton transfer step, κ = 0.26 and 0.28
for the first and second data sets, respectively. For the second proton transfer step, κ = 0.25
and 0.26 for the first and second data sets, respectively. The magnitudes of the transmission
coefficients indicate that dynamical barrier recrossings occur but only impact the overall rate
constant by a factor of ~3.

Table 1 provides the calculated rate constants. The experimentally measured values are also
provided for comparison. These values indicate that both proton transfer steps are partially
rate-limiting in the overall two-step reaction (i.e., the two rate constants are similar). The EVB
parameters V12 and Δ were fit so that the TST rate constants reproduce the experimentally
estimated forward and backward rate constants for each proton transfer step (2,33). Since the
nuclear quantum effects increase the rate and the dynamical barrier recrossings decrease the
rate, the two effects counteract each other, and the inclusion of both effects together does not
significantly impact the rate constant. The results obtained using the alternative rate constant
expression given in Ref. (42) are given in Supporting Information. Our objective is to generate
a qualitatively reasonable potential energy surface that enables us to analyze the geometrical,
conformational, and electrostatic changes in the enzyme during the proton transfer reactions.
We found that these analyses were virtually indistinguishable using the parameters obtained
with the two different rate constant expressions.

B. Geometrical changes in the active site
By construction, the EVB potential energy surface provides a qualitatively reasonable
description of the changes in bonding and charge localization during the two proton transfer
steps. During the first proton transfer step, the donor carbon atom smoothly transitions from
exhibiting characteristics associated with sp3 to those associated with sp2 hybridization.
Moreover, the substrate C3-O3 bond increases and the magnitude of the negative charge on
the O3 atom increases during the first proton transfer step, which results in the dienolate
intermediate form of the substrate. A snapshot of the dienolate intermediate is depicted in
Figure 4. The reverse process occurs during the second proton transfer step, in which the
dienolate intermediate is transformed into the final product. Specifically, the substrate C3-O3
bond decreases and the magnitude of the negative charge on the O3 atom decreases during the
second proton transfer step. Concurrently, the acceptor carbon atom smoothly transitions from
exhibiting characteristics associated with sp2 to those associated with sp3 hybridization.

In order to study the conformational changes occurring during these two proton transfer steps,
we calculated thermally averaged distances and angles in the active site along the collective
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reaction coordinate. Distances and angles involving catalytically important residues were
sampled with the mapping potentials, and standard binning procedures were used to calculate
biased distributions for these quantities. Subsequently, the contributions from the individual
mapping potentials were unbiased and combined using the WHAM procedure that was used
to generate the PMFs. This procedure resulted in the generation of curves corresponding to the
thermally averaged distances and angles over the entire relevant range of the collective reaction
coordinate.

Figure 5 depicts the thermally averaged distances between the donor, acceptor, and transferring
hydrogen atoms for the first and second proton transfer steps. For the first proton transfer step,
the donor atom is the substrate C4 atom, and the acceptor atom is the Asp38 carboxylate oxygen
atom closest to the substrate C4 atom. For the second proton transfer step, the donor atom is
the protonated carboxylate oxygen atom in Asp38, and the acceptor is the substrate C6 atom.
The donor-hydrogen distance increases and the acceptor-hydrogen distance decreases for both
proton transfer reactions. The donor-acceptor distance exhibits a minimum value at the
transition state, which is defined as Λ = 0. For the first proton transfer step, the donor-acceptor
distance starts at 2.87 Å, decreases to 2.66 Å at the transition state, and then increases to 2.97
Å at the end of the first proton transfer step. The transition state donor-acceptor distance of
2.66 Å is in agreement with the value obtained from DFT calculations for the model system
described above. For the second proton transfer step, the donor-acceptor distance starts at 2.97
Å, decreases to 2.67 Å at the transition state, and then increases to 2.85 Å. Note that the first
and last mapping potentials for each step represent mixtures of the two EVB states dominated
by the first and second states, respectively, to prevent the substrate from dissociating.

We also examined the catalytically important hydrogen bonds formed in the active site. In
particular, we analyzed the hydrogen bonds between the substrate O3 atom and both Asp99
and Tyr14. These hydrogen bonds stabilize the dienolate intermediate and are thought to
enhance the enzymatic rate relative to the non-enzymatic rate. In addition to analyzing these
distances, we also analyzed the hydrogen bond between Tyr14 and Tyr55. Analysis of the
crystal structure of the Tyr55Phe mutant suggested that Tyr55 may play a minor role in
positioning Tyr14 to optimize its hydrogen bond with the substrate (68). Since the Tyr55Phe
mutation decreases kcat by only four-fold, while the Tyr14Phe mutation decreases kcat by
104.7-fold (69), however, Tyr55 is not thought to contribute significantly to catalysis. Figure
6 depicts the changes in these hydrogen bonds during the isomerization reaction. Figures 5 and
6 were generated from the first data set. The analogous figures generated from the second data
set are qualitatively similar and are provided in Supporting Information.

Figures 6a and 6b depict the changes in hydrogen bond distances during isomerization. Figure
6a depicts the thermally averaged hydrogen bond distances along the collective reaction
coordinate for the first proton transfer step. These data indicate the presence of a hydrogen
bond between the substrate and Asp99 throughout this proton transfer reaction. In contrast, the
hydrogen bond between Tyr14 and the substrate is virtually absent for the first part of the
reaction but is formed by the end of the reaction. Figure 6b depicts the thermally averaged
hydrogen bond distances for the second proton transfer step. In this step, the hydrogen bond
distances between the substrate and both Asp99 and Tyr14 remain relatively constant during
the first part of the reaction but increase in the later part of the reaction. This increase and the
numerical fluctuations at the end of the second step are due to partial dissociation of the product.
The Tyr14-Tyr55 hydrogen bond distance remains relatively constant and independent of the
hydrogen bond distance between Tyr14 and the substrate for both steps.

Note that the hydrogen bond distances between the substrate and both Asp99 and Tyr14 in the
Intermediate state are larger than the values obtained from the crystal structure (12) and NMR
chemical shift experiments (8,64,65) discussed above. Moreover, the NMR chemical shift
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experiments suggest that the hydrogen bond with the substrate is shorter for Tyr14 than for
Asp99, and this trend is not observed in the simulations. These quantitative discrepancies in
average distances may be due to limitations of the forcefield in describing hydrogen bonding.
Furthermore, experiments have shown that kcat is diminished more by the Tyr14Phe mutation
than by the Asp99Ala mutation (3,4,64,65). The later development of the hydrogen bond
between the substrate and Tyr14 observed in our simulations is not inconsistent with these
experimental data. One possibility is that the catalytic rate is more sensitive to the mutation of
Tyr14 than Asp99 because the hydrogen bond forms during the proton transfer reaction and
thus impacts the free energy barrier more.

To monitor the changes in the orientation of the substrate during the reaction, we analyzed the
thermally averaged angles for the heavy atoms involved in the hydrogen bonds between the
substrate O3 atom and both Asp99 and Tyr14. Figures 6c and 6d depict these thermally
averaged angles for the first and second proton transfer steps, respectively. For the first proton
transfer step, the Tyr14-Asp99-O3(Substrate) angle decreases during the initial part of the
reaction, and the Asp99-Tyr14-O3(Substrate) angle only fluctuates slightly during the initial
part of the reaction. For the later part of the first step, these angles remain relatively constant.
For the second proton transfer step, these angles remain relatively constant for the initial part
of the reaction but then fluctuate significantly in the later part of the reaction. These structural
rearrangements in the later part of the second proton transfer step are due to partial dissociation
of the product.

This analysis of the thermally averaged distances and angles indicates that the enzyme and
substrate undergo conformational changes to facilitate the proton transfer reactions. The results
are consistent with the hydrogen bonding of both Asp99 and Tyr14 to the substrate. The
hydrogen bond between the substrate and Asp99 appears to be present from the beginning of
the first proton transfer step. In contrast, the hydrogen bond between the substrate and Tyr14
appears to be absent at the beginning of the first proton transfer step and to form nearly
concurrently with the formation of the transition state for this step. Thus, the active site appears
to be pre-organized to bind the substrate, but relatively small conformational changes of both
the enzyme and substrate occur during the proton transfer reactions to strengthen the hydrogen
bonds that stabilize the intermediate.

C. Conformational and electrostatic changes in enzyme
In addition to analyzing the thermally averaged distances, we also analyzed the thermally
averaged structures of the entire enzyme-substrate complex at various stages of the proton
transfer reactions. This analysis provides insight into the overall structural changes in the
protein occurring during the catalytic reaction. We generated these thermally averaged
structures for the reactant state, transition state, and product state of both proton transfer
reactions. These structures were generated from MD trajectories obtained with mapping
potentials corresponding to λ = 0.05, 0.50, and 0.95 for each proton transfer step. The thermally
averaged structure for each mapping potential was obtained by minimizing the RMSD of the
protein backbone with respect to a reference structure for the thousands of configurations
sampled with more than 1 ns of MD using the g_confrms utility in GROMACS (70).
Subsequently, the configurations were weighted and averaged in a manner that produced the
thermally averaged structure for the EVB potential. Since this process may lead to non-physical
bond distances and angles in the side chains, we used these average structures to analyze only
the global changes in protein structure. The more specific changes were analyzed from the
thermally averaged distances and angles described in Section IIIB.

Based on these thermally averaged structures, we identified conformational changes of the
protein backbone that are associated with the proton transfer steps. The loop regions that exhibit
significant conformational changes during the proton transfer reactions are illustrated in Figure
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7. The Tyr88-Lys92 and Phe103-Gly107 loops exhibit the greatest structural rearrangements
during the proton transfer reactions. We calculated RMSD values between these structures
using the VMD program (71). The average RMSD between these six thermally averaged
structures and an average structure for the backbone of the Tyr88-Lys92 and Phe103-Gly107
loops are 1.43 Å and 1.02 Å, respectively. The average RMSD for the backbone of the entire
enzyme is 0.53 Å. Thus, the structural rearrangements in these two loop regions are
significantly larger than those in the rest of the enzyme during the two proton transfer reactions.
In addition, our analysis of the thermally averaged structures suggests an absence of large
structural changes in the active site. The average RMSD between these six thermally averaged
structures and an average structure for the backbone residues within 5 Å of the substrate, Tyr14,
and Asp99 residues is 0.32 Å. This relatively low average RMSD value is consistent with
experimental studies (24,26,72,73).

We also calculated the root mean square fluctuations (RMSF) for all Cα atoms of the protein
backbone for the reactant state, transition state, and product state of both proton transfer
reactions. Analogous to the generation of the thermally averaged structures, these RMSF values
were generated from MD trajectories obtained with mapping potentials corresponding to λ =
0.05, 0.50, and 0.95 for each proton transfer step. The results are depicted in Figure 8. The
peaks indicated by arrows correspond to the loop regions identified in Fig. 7 as exhibiting
significant conformational changes during the proton transfer reactions based on the analysis
of the thermally averaged structures. The more mobile loops are found to exhibit greater
conformational changes during the proton transfer reactions. The red blocks underneath the
data indicate the backbone residues within 5 Å of the substrate, Tyr14, and Asp99 residues.
Note that the reactant state and transition state for the first proton transfer step have greater
RMSF values for these active site residues. These data suggest that the active site is more
mobile during the first proton transfer step than for the second proton transfer step. As
mentioned above, however, the average RMSD for these active site residues among all six of
the thermally averaged structures is only 0.32 Å. Thus, although the fluctuations within the
active site are greater during the first proton transfer step, the average structure of the active
site does not change significantly over the two proton transfer steps. The greater mobility of
the active site residues in the initial stage of the chemical process may facilitate the
strengthening of the hydrogen bonds between the substrate and the enzyme, as well as other
relatively minor conformational changes that accompany the proton transfer reactions.

Figure 9 illustrates the conformational change that occurs in the Asp38 side chain to
accommodate proton transfer to the C6 atom of the substrate after accepting a proton from the
C4 atom of the substrate. The dihedral angle comprised of the C4 carbon on the substrate, the
protonated carboxylate oxygen (OD2) on Asp38, the neighboring carbon atom on Asp38, and
the other carboxylate oxygen (OD1) on Asp38 changes by 117°. These structures were obtained
from the thermally averaged structure for the product of the first proton transfer step (i.e., the
mapping potential with λ = 0.95 for the first step) and the reactant of the second proton transfer
step (i.e., the mapping potential with λ = 0.05 for the second step). Although both structures
correspond to the Intermediate state defined in Figure 1, the product of the first step has 5%
contribution from the overall Reactant state, while the reactant of the second step has 5%
contribution from the overall Product state. Thus, the differences between the structures shown
in Figure 9 arise from the mixed nature of the states in the EVB models describing the first and
second proton transfer steps. Nevertheless, this figure provides a qualitative illustration of the
motion of Asp38 that occurs between the two proton transfer steps.

Furthermore, we calculated the electrostatic potential on the solvent accessible surface for the
thermally averaged Reactant, Intermediate, and Product for the overall reaction pathway shown
in Figure 1. This Intermediate structure is the thermally averaged product structure for the first
proton transfer step. The electrostatic potentials were calculated by solving the nonlinear
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Poisson-Boltzmann equation numerically at 298 K using the Adaptive Poisson-Boltzmann
Solver (APBS) utility (74) in the Pymol program (75). The PDB2PQR utility (76) was used to
generate the input files for this calculation, and the charges for the residues were obtained from
the AMBER99 forcefield. The dielectric constant was chosen to be 6 inside the cavity and 80
outside the cavity determined by the solvent-accessible surface. We found that the results did
not change qualitatively when the dielectric constant inside the cavity was varied between 2
and 18. Note that the substrate was not included in these calculations and that the Intermediate
structure has one more proton than the Reactant and Product structures.

The results of these electrostatic potential calculations are presented in Figure 10. The active
site is comprised of predominantly hydrophobic residues, and the dielectric constant near Tyr14
has been estimated to be ~18 from pKa measurements (77). Figure 10 depicts the electrostatic
potential on the solvent-accessible surface due to all of the charges in the system, and the red
and blue colors depict the relative potentials for each particular system. Figures 9a, 9b, and 9c
illustrate that the electrostatic potential in the active site is negative for the Reactant and Product
but positive for the Intermediate. This trend is due mainly to the protonation of Asp38 in the
Intermediate. The negatively charged dienolate form of the substrate will interact favorably
with this positive electrostatic potential in the Intermediate structure. Figures 9d, 9e, and 9f
depict the other side of the protein and identify regions distal from the active site exhibiting
significant changes in the electrostatic potential during the proton transfer reactions. These
regions correspond to some of the loop regions exhibiting structural changes in Figure 7. This
analysis suggests an association between changes in the structure and electrostatic potential of
these loop regions with the catalyzed proton transfer reactions, but it does not distinguish
between cause and effect. Further insight into the possible catalytic role of these loop regions
could be obtained by mutation experiments.

To further analyze the interaction between the substrate and the enzyme during the proton
transfer steps, we calculated the average van der Waals and electrostatic interaction energies
between the substrate ligand and the enzyme for the Reactant, first transition state,
Intermediate, second transition state, and Product. These quantities were calculated by
averaging the interaction energies over configurations sampled with more than 1 ns MD for
mapping potentials with λ = 0.05, 0.5, and 0.95 for the first proton transfer step and λ = 0.5 and
0.95 for the second proton transfer step. The results are given in Table 2. The van der Waals
interaction energy remains virtually constant during both proton transfer reactions, suggesting
that no major structural rearrangements occur in the active site. The electrostatic interaction
energy is similar for the Reactant and Product but is significantly stronger for the Intermediate.
This stronger electrostatic interaction energy for the Intermediate is due to the transfer of the
positively charged proton to Asp38 and the resulting redistribution of electronic charge in the
substrate, as well as strengthening of the hydrogen bonds between the substrate oxygen and
Asp99 and Tyr14. Note that Table 2 provides the total electrostatic interaction between the
ligand and the entire enzyme, and a significant fraction of this total value is comprised of
contributions from a large number of residues far from the active site due to the long-range
nature of these electrostatic interactions.

The specific electrostatic interaction energies between the carbonyl group at the C3 position
of the substrate and the OH groups of Asp99 and Tyr14 are also given in Table 2. The
electrostatic interaction energy for each hydrogen bond is −8 kcal/mol in the Intermediate state,
and the van der Waals interaction energy for each hydrogen bond in the thermally averaged
Intermediate state is ~2 kcal/mol, leading to an approximate interaction energy of −6 kcal/mol
for each hydrogen bond. These values provide evidence for a reasonably strong hydrogen-
bonding interaction in the Intermediate state (64). Moreover, the strengthening of the
electrostatic interaction in the Intermediate relative to the Reactant for each hydrogen bond is
4.5 kcal/mol, which is consistent with the value of 6 kcal/mol obtained in previous EVB
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calculations (18). In future studies, a more quantitative analysis of the geometrical changes,
electrostatic interactions, and hydrogen bonding will be performed with a quantum mechanical/
molecular mechanical (QM/MM) approach in which the substrate and neighboring residues
are treated quantum mechanically with a method such as DFT.

IV. Conclusions
In this paper, we performed hybrid quantum/classical MD simulations of the two proton
transfer reactions catalyzed by KSI. We generated the free energy profiles for both reactions
along a collective reaction coordinate. Our calculations indicate that nuclear quantum effects
of the transferring hydrogen lower the free energy barriers by ~1.25 kcal/mol, increasing the
rates by a factor of ~8, and dynamical barrier recrossings decrease the rates by a factor of 3–
4. We also analyzed changes in thermally averaged distances and angles in the active site along
the collective reaction coordinate. For both proton transfer reactions, the donor-acceptor
distance decreases to ~2.66 Å at the transition state and then increases again. The thermally
averaged structures illustrate the conformational change of the Asp38 side chain that occurs
between the two proton transfer steps to accommodate both reactions. Specifically, the dihedral
angle involving the substrate donor carbon and the carboxylate group of the Asp38 side chain
changes by ~117°.

In addition, we examined the hydrogen bonding interactions within the active site of KSI during
the two proton transfer reactions. Our results are consistent with the hydrogen bonding of both
Asp99 and Tyr14 to the substrate and provide additional information about the formation of
these hydrogen bonds. Specifically, our analysis suggests that a hydrogen bond between Asp99
and the substrate is present from the beginning of the first proton transfer step, whereas the
hydrogen bond between Tyr14 and the substrate is virtually absent in the first part of this step
but forms nearly concurrently with the formation of the transition state. Both of these hydrogen
bonds are present throughout the second proton transfer step until partial dissociation of the
product. We also found that the hydrogen bond between Tyr14 and Tyr55 is present throughout
both proton transfer steps. This observation is consistent with the proposal that Tyr55 plays a
minor role in positioning Tyr14 to optimize its hydrogen bond with the substrate (68). In
addition, we found that the active site residues are more mobile during the first proton transfer
step than during the second proton transfer step. Overall, these results suggest that relatively
small conformational changes of both the enzyme and substrate strengthen the hydrogen bonds
that stabilize the intermediate, thereby facilitating the proton transfer reactions.

Furthermore, we analyzed the conformational and electrostatic changes occurring throughout
the protein during the proton transfer reactions. We found that the electrostatic potential in the
active site is negative for the overall Reactant and Product but positive for the Intermediate
due to the additional proton. The van der Waals interaction energy between the substrate and
the enzyme remains virtually constant along the reaction pathway, but the electrostatic
interaction energy is significantly stronger for the Intermediate than for the Reactant and
Product. The mobility of the active site residues is lower for the Intermediate than for the
Reactant. Moreover, we identified mobile loop regions distal to the active site that exhibit
significant structural rearrangements and, in some cases, qualitative changes in the electrostatic
potential during the two proton transfer reactions. These observations imply that the
conformational and electrostatic changes associated with the catalyzed proton transfer
reactions are not limited to the active site but rather extend throughout the entire enzyme. The
possible catalytic role of these distal regions could be probed with mutation experiments.
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Refer to Web version on PubMed Central for supplementary material.
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Abbreviations
KSI ketosteroid isomerase

EVB empirical valence bond

DFT density functional theory

PMF potential of mean force

WHAM weighted histogram analysis method

TST transition state theory

QCP quantized classical path

EQU equilenin

5-AND Δ5-androstene-3,17-dione (substrate)

4-AND Δ4-androstene-3,17-dione (product)

MD molecular dynamics
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Figure 1.
Schematic depiction of the proton transfer reactions catalyzed by KSI. In the first step, the
proton transfers from the C4 atom of the substrate to the Asp38 residue. In the second step, the
proton transfers from the Asp38 residue to the C6 atom of the substrate. The reactant,
intermediate, and product states of the overall reaction are labeled.
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Figure 2.
Model system of the KSI active site used to assist in the parameterization of the EVB potential.
In this simple model, the substrate is represented by cyclohexone, Asp38 is represented by
ethanoic acid, and Tyr14 and Asp99 are represented by water molecules to include the key
hydrogen bonding interactions. The transferring hydrogen is identified with an asterisk.
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Figure 3.
Free energy profiles calculated for (a) the first proton transfer step and (b) the second proton
transfer step catalyzed by KSI. These PMF curves were generated along an energy gap
collective reaction coordinate using two-state EVB models with a series of mapping potentials.
The QCP free energy profiles, which include the nuclear quantum effects of the transferring
hydrogen, are indicated by the dashed lines in the barrier region.
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Figure 4.
Snapshot of the KSI active site for the Intermediate state shown in Figure 1. The snapshot was
obtained from the MD simulation of the first proton transfer step with the mapping potential
corresponding to λ = 0.95. The proton has transferred from the substrate to Asp38, and residues
Tyr14 and Asp99 are hydrogen bonded to the substrate, which is in the dienolate form. The
transferring hydrogen is identified with an asterisk.
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Figure 5.
Thermally averaged distances within the proton transfer interface calculated along the
collective reaction coordinate for the two proton transfer reactions catalyzed by KSI. For the
first proton transfer step, the substrate C4 atom is the donor and the Asp38 OD2 atom is the
acceptor. For the second proton transfer step, the Asp38 OD2 atom is the donor and the substrate
C6 atom is the acceptor. The donor-acceptor distance is depicted for the first step in (a) and
the second step in (b). The donor-hydrogen (red) and acceptor-hydrogen (blue) distances are
depicted for the first step in (c) and the second step in (d).
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Figure 6.
Thermally averaged distances and angles within the active site calculated along the collective
reaction coordinate for the two proton transfer reactions catalyzed by KSI. The hydrogen bond
donor-acceptor distances between the substrate O3 atom and Tyr14 (solid blue), between the
substrate O3 atom and Asp99 (dashed red), and between Tyr14 and Tyr55 (dotted black) are
depicted for the first step in (a) and the second step in (b). The angles Tyr14-Asp99-SubstrateO3
(solid blue) and Asp99-Tyr14-SubstrateO3 (dashed red) are depicted for the first step in (c)
and the second step in (d). These angles are defined in terms of the heavy atoms involved in
the hydrogen bonds between the substrate and both Tyr14 and Asp99.
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Figure 7.
Thermally averaged structures of KSI along the reaction pathway for both proton transfer
reactions. The reactant state (black), transition state (red) and product state (green) for the first
proton transfer step and the reactant state (brown), transition state (magenta) and product state
(blue) for the second proton transfer step are presented. The loop regions exhibiting significant
structural changes are labeled. A version of this figure separating the structures for the two
proton transfer steps is given in Supporting Information.
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Figure 8.
RMSF values for the Cα atoms of the protein backbone corresponding to the reactant state
(black), transition state (red), and product state (green) for the first proton transfer step and the
reactant state (brown), transition state (magenta), and product state (blue) for the second proton
transfer step. The peaks indicated with arrows correspond to the loop regions labeled in Figure
7. The red blocks under the data identify the active site residues as defined in the text.
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Figure 9.
Qualitative illustration of the conformational changes of Asp38 occurring between the first and
second proton transfer steps catalyzed by KSI. The thermally averaged structures of the
substrate and Asp38 are depicted for (a) the product of the first step and (b) the reactant of the
second step. Although both structures correspond to the Intermediate state defined in Figure
1, each structure arises from a mixture of states in the two-state EVB models describing the
two proton transfer steps. The transferring hydrogen is identified with an asterisk.
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Figure 10.
Illustration of the changes in the electrostatic potential on the solvent accessible surface in KSI
during the two proton transfer reactions. The electrostatic potential is depicted for the thermally
averaged structures of the Reactant in (a) and (d), the Intermediate in (b) and (e), and the Product
in (c) and (f) for the overall reaction pathway shown in Figure 1. The active site is identified
in (a), (b), and (c). The regions exhibiting significant changes in electrostatic potential on the
side of the protein opposite the active site are identified in (d), (e), and (f). The red regions
correspond to negative potential and the blue regions correspond to positive potential. Since
the substrate is not included in the electrostatic potential calculations, the Intermediate includes
an extra positive charge in the active site from the transferred proton.
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Table 1

Rate constantsf for the two proton transfer reactions catalyzed by KSI.
Rate constantsa ExperimentalbkTST

c kTST with QCPdktot
e

k1 1.7 × 105 1.7 × 105 1.3 × 106 3.6 × 105

k−1 5.6 × 105 5.6 × 105 4.3 × 106 1.2 × 106

k2 2.1 × 105 2.1 × 105 1.8 × 106 4.6 × 105

k−2 40 40 343.2 89.2
a
The EVB parameters used in all calculations for this table were V12 = 102.6 kcal/mol and Δ = 3.8 kcal/mol for the first step and V12 = 98.2 kcal/mol

and Δ = −14.45 kcal/mol for the second step.

b
The experimental rate constants were obtained from Ref. (2,33).

c
kTST was calculated with Eq. (4).

d
The QCP method includes the nuclear quantum effects of the transferring H.

e
ktot was calculated with Eq. (3) and includes nuclear quantum effects and barrier recrossings.

f
Rate constants given in s−1.
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Table 2

Electrostatic and van der Waals interaction energiesb between the substrate and KSI for different states along the
reaction pathway.

State Electrostatic Van der Waals Hydrogen bond electrostatica
Reactant −29 −35 −6.8

Transition State 1 −58 −31 −11
Intermediate −99 −32 −16

Transition State 2 −57 −29 −12
Product −27 −33 −6.1

a
The hydrogen bond interaction energies were calculated between the carbonyl group at the C3 position of the substrate and the OH atoms on Tyr14 and

Asp99 involved in hydrogen bonding with the substrate.

b
Interaction energies given in kcal/mol.
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