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Abstract

Recently with the rapid improvements in high-throughout genotyping techniques, researchers are
facing the very challenging task of analyzing large-scale genetic associations, especially at the
whole-genome level, without an optimal solution. In this study, we propose a new approach for
genetic association analysis that is based on a variable-sized sliding-window framework and
employs principal component analysis to find the optimum window size. With the help of the
bisection algorithm in window-size searching, our method is more computationally efficient than
available approaches. We evaluate the performance of the proposed method by comparing it with
two other methods—a single-marker method and a variable-length Markov chain method. We
demonstrate that, in most cases, the proposed method outperforms the other two methods.
Furthermore, since the proposed method is based on genotype data, it does not require any
computationally intensive phasing program to account for uncertain haplotype phase.

Background

Currently, with the availability of large-scale genotyping technologies, the genotyping cost
of genome-wide association (GWA) studies has been largely reduced and a boom of large-
scale GWA studies is underway. Nevertheless, the success of most association studies is
based on the linkage disequilibrium (LD) between the functional mutations and markers in a
local region of the genome. Varieties of statistical approaches that rely on LD pattern have
been developed to map functional variants (Spielman et al. 1993; Olson et al. 1994; Rannala
and Reeve 2001; Ardlie et al. 2002). The most straightforward approach of LD-based
association analysis is the single-marker analysis, which tests each single nucleotide
polymorphism (SNP) for association with the disease. However, many studies have shown
that this simple method may be inefficient in most cases because of the limited genetic
information used in finding the functional mutations. We need methods that could better use
information of multi-markers jointly. An alternative approach of the single-marker analysis
is multiple-marker analysis based on either haplotypes or genotypes (Morris and Kaplan
2002; Clayton et al. 2004; Seaman and Miller-Myhsok 2005). This approach still has the
disadvantage that large degrees of freedom are always involved in the test statistic due to the
large number of haplotypes. For mapping complex disease genes, it is still hard to make the
verdict on which of the two methods is more powerful (Sevice et al. 1999; Barton 2000;
Maclean et al. 2000; Z6lIner and von Haeseler 2000; Akey et al. 2001; Morris and Kaplan
2002; Wessel and Schork 2006). Under certain disease models and certain LD patterns one
method outperforms the other, so it is likely that there is no single best approach to detect
the common risk factors. In practice, researchers have employed both single-marker and
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multiple-marker analysis in genetic association studies. If conducting a multiple-marker
analysis, a researcher has to determine how many neighboring SNPs should be included in
the analysis.

Recent studies have suggested that the human genome can be partitioned into blocks with
limited haplotype diversity within each block (Gabriel et al. 2002). Therefore, most of the
genetic variation can be captured by a limited number of haplotypes and haplotype
association tests are performed within each predefined block (Gabriel et al. 2002). For
haplotype block approaches, there are several different criteria that have been proposed to
predetermine the blocks, but it is still not clear which one is the best (Perola et al. 2002;
Zhang and Li 2003; Zhang et al. 2004; Zhu et al. 2004 ). Furthermore, it is hard to determine
the boundaries of the blocks and it usually will result in many single-marker blocks, which
shows no advantage over the single-marker analysis. Considering the reasons mentioned
above, haplotype block approaches may not be the most efficient method to conduct the
association studies (Zhao et al. 2003).

The sliding-window approach is another strategy of multiple-marker analysis. In this
approach, a genome region under study is divided into windows and a multiple-marker
association test is performed in each window. There are two groups of sliding-window
methods: uniform-sized sliding-window approaches and variable-sized sliding-window
approaches (Clayton et al 1999; Bourgain et al. 2000; Toivonen et al. 2000; Mathias et al.
2006; Yang et al. 2006; Yi et al. 2007; Huang et al. 2007). For the uniform-sized sliding-
window approaches, it is hard to decide the optimal window size under different scenarios.
It will become more problematic when the uniform-sized sliding-window approaches are
performed over a large genome region or over the whole genome, where the LD patterns
certainly vary frequently. Therefore, the variable-sized sliding-window approaches with a
variable window size decided by the underlying LD pattern perform more efficiently in large
scale data analysis. The problem for the variable-sized sliding-window approach is in
finding the optimal window size.

Browning (2006) proposed a variable-sized sliding-window approach based on a variable-
length Markov chain model, which automatically adapts to the LD pattern between markers.
Browning argued that this approach can be thought of as haplotype testing with
sophisticated windowing that accounts for extent of LD to reduce both the degrees of
freedom and number of tests. Li et al. (2007) also proposed a variable-sized sliding-window
approach in which the maximum size of a sliding window is determined by local haplotype
diversity and a regularized regression analysis is used to tackle the problem of multiple
degrees of freedom in the haplotype test. However, both Browning’s and Li et al.’s methods
require phased data as input. Even though haplotype phasing programs are now available, it
is still very time-consuming to phase a large number of markers.

In this study, we proposed a novel method for multiple-marker association analysis of
genotype data. Based on the variable-sized sliding-window frame, we decide the optimal
window size by the local LD pattern via Principal Component Analysis (PCA). Then we use
a score test based on a logistic model to test association within a window. Simulation studies
are used to compare the power of the proposed approach with that of the single-marker
association test and the haplotype clustering method based on variable-length Markov chains
by Brownings (2007). Our simulation studies demonstrate that the proposed method
provides better performance than the single-marker association test and Browning’s method
in most of the scenarios. Our method is much faster computationally than Browning’s and Li
et al.’s methods because our method is based on genotypes and thus does not need to
estimate haplotypes.
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Optimum Window-Size Searching Procedure

Consider a case-control sample with total M individuals and assume each individual has
been genotyped at N SNPs. Let G; = (gi1, Gi2 » --. ,Gin )" (i =1, 2,..., M) denote the multi-
marker genotype of the i th individual, where gjj denote the genotype of the i th individual at
the j th SNP and gjj code as 0, 1, or 2 (the number of minor allele). Let y; denote the trait
value of individual i (1 for cases and O for controls).

In the sliding-window frame, a window, denoted as wf, is a set of neighboring SNPs {b,b +
1,b+2,....b+l =1} Avariable-sized sliding window which begins with SNP b , denoted

as QP , is a collection of windows wf with | ranging from s to I' , where s and I' are
predefined smallest and largest window sizes, respectively (in our simulation studies, we use
s=4andTP=35).

In this study, we apply the PCA to define the optimum window size. The optimal window
size for windows beginning with SNP b is defined as the maximum window size among

windows w? such that cq proportion of the total information can be explained by the first k
Principal Components (PCs), where cg and k are predefined. In our searching procedure, we

start with a window wﬁ’ ,I=s=k+1,soat least the window length is longer than k , the
number of the important PCs.

M T

21;:2 (Gf’— G”) (Gf?— Gb) _
To carry out the PCA, we let ° , al x I matrix, denote the sample

i=1

variance-covariance matrix of genotypic numerical codes, where
- 1 M
G'=—) G’ ) : .
Gf’:(g,‘_,,,,g,;,,ﬂ,--- ,8insi1) and M; ', Let e’j be the eigenvector corresponding to
the j th largest eigenvalue /1? of the sample variance-covariance matrix EZ Thus in window
w;’ , the total variance in the original data set explained by the j th PC is
/li?/ (/lll’+/112’+ e +,l§’)_ Let C= (,lf’+ - MIE) / (/il,’+/1§+ e +/l§’), the proportion of the total

variability explained by the first k PCs. The following three steps show a natural way to
search for the optimum window size.

Step 1: Among a set of windows Q , conduct PCA on the genotypes within the window
w?, a window begins at SNP b and with s = 1 =k + 1 as the shortest window size.
Step 2: Calculate C , the proportion of the total variability explained by the first k PCs

for window wf. If C>cg, weletl =1+ 1, which enlarges the window size by including
one more SNP and we continue to carry out step 3. Otherwise, we say that | is the best
window size for the windows that begin at SNP b .

Step 3: Repeat step 2.

Adapt Bisection Method to Modify the Optimum Window-Size Searching Procedure

As we can imagine, our previous optimum window-size searching procedure is very
computational demanding for the genome-wide analysis, especially when the window size
gets larger. Therefore it is necessary for us to relieve the computational burden of our
sliding-window method. In mathematics, the bisection method is a root-finding algorithm
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that works by repeatedly dividing an interval into half and then selecting the subinterval in
which the root exists.

By adapting the bisection method, we modified our optimum window-size searching
procedure as follows:

Step 1: let1 =[ (s + ')/ 2], where s and T are the predefined smallest and largest
window sizes among a set of windows QP , and [a] is the largest integer that is less than
or equal to a.

Step 2: Among QP , firstly we conduct PCA within the window wﬁ’, a window begins at
SNP b and the window size is | .

Step 3: Calculate C for this window wf’. If C>cq, we lets =1, which enlarges the
window size by including more SNPs and we continue to carry out step 4. Otherwise,
we let " = |, which shortens the window size by excluding more SNPs but does not
change the start position of this window.

Step 4: Repeatstep 1 tostep3until T —s< 1.

By employing the bisection algorithm in the optimal window-size searching process, the
computational burden is significantly relieved.

After we find the optimum window size for a window, we can apply any appropriate test
statistic to test for association in this window. In our study, we use the score test statistic

based on a logistic model to test for association. Consider mf’ a window beginning at SNP b

with the optimum window size | . Let G;, xF(Xf,J’,E, o ,xfk)r, and y; denote the genotype,

the first k PCs of the genotype, and the trait value (1 for cases and 0 for controls) of the i th

individual, where i =1, 2,...,M . Let pj denote the probability of disease given genotype G; .
pPi T

Suppose that the k PCs follow a logistic model 1087 i =Bo+B" Xi \where B = (B1,....B)¢

then the score test statistic is given by (Clayton et al. 2004)

T*>=U'vV'U,

M - N\ Vo Y~ Y | _\2
S o R DI e [ e R
and M is the sample size. The statistic T2 asymptotically follows the y 2 distribution with k
degrees of freedom.

In this score test, we use PCA to reduce the degrees of freedom from | to k . According to
our experience, we can reduce the degrees of freedom greatly while the first k PCs can still
explain more than 90% of the total variability. Since the proposed method can reduce the
number of degrees of freedom greatly and also keep the majority of the information, the
power of the test can be increased.

Comparison of Methods and Adjustment for Multiple Testing

We compare the power of the proposed method (TPCSW) with the single-marker
association test (TSingle) and variable-length Markov chain test (Theagle) proposed by
Brownings (2007). We propose to use permutation tests to adjust for multiple testing. For
the Theagle, we use its inbuilt multiple-testing correction via permutation. For the TSingle
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or TPCSW, the permutation procedure is as follow. Suppose that there are L SNPs
(windows). Let p;j denote the p-value of the test in the i th SNP (window) (i=1,...,L). For
each permutation, we randomly shuffle the case and control status and recalculate the test
statistics and p-values based on the permuted data. Let pj; denote the p-value of the test in

the i th SNP (window) and the j th permutation and p,’;,i,,=min {P] Joeees p,_‘,}. Suppose that we
perform J permutations. Then, the adjusted p-value of the test in the i th SNP (window) is

-
. 0 #{J'pmin<1)i}
given by Pi=—————

p-values.

. In this study, we use 1000 permutations to evaluate the adjusted

Simulation Setup

To evaluate the performance of the proposed method, we conduct simulation studies under
variety of scenarios. We generate haplotypes using the ms program by Hudson (2002). In the
ms program, we use a mutation rate of 2.5x10~8 per nucleotide per generation, a
recombination rate of 1078 per pair of nucleotides per generation, and an effective
population size of 10,000. These choices were also adopted in Nordborg and Tavare (2002),
Kimmel and Shamir (2006), and Feng et al. (2007). Using the ms program, we first generate
a haplotype pool with 10,000 haplotypes (1,000 SNPs) and a genotype can be generated by
randomly choosing two haplotypes from the pool.

When generating data to evaluate the type | error, the genotype of each individual is
composed of two haplotypes randomly chosen from the haplotype pool. We randomly assign
one individual as a case or a control independent of the genotypes. There are four sample
sizes: 600, 800, 1000, and 1200 (half cases and half controls), and the proportion of the total
variability explained by the first k (k =3) PCs is ¢ = 95%. For each scenario, we generate
1,000 replicated samples to evaluate the type I error rate.

For power comparison, we consider two sets of disease models. In the first set, we consider
four three-locus disease models, denoted as model L1 to model L4 , which are similar to
those used by Millstein et al. (2006) in their simulation studies. We randomly choose three
SNPs with minor allele frequencies between 0.1 and 0.33 as the three disease loci (the
genotypes of the disease loci are kept in the data set for analysis). A logistic model is used to
relate genotypes at the disease loci to the trait. Let p = pr(affected/genotype) and x4, X, , and
X3 be the numerical codes of the genotypes at the three disease loci. The relationship
between p and X1, X, X3 is given by the logistic model

p
l1-p

log =Po+P1x1+frx2+B3x3+B123x1 3233,

Assume that the overall population prevalence is 10%. Then the value of S can be
determined by the values of the other parameters. The four different models are determined
by different values of the parameters. The values of the parameters are given in Table 1. In
models Ly to Ly, X, =0, 1, or 2 corresponds to genotypes ayay , Ax ax , or Ag Ai at the k th
disease loci (k =1, 2,3), an additive coding of the genotypes.

For the second set of disease models, we consider a single-locus disease model. Let p be
defined same as the above and x be the additive code of the genotype at the disease locus.

D
The relationship between p and x is given by the logistic model IOgl [_ =PotB1x Assume
that the overall population prevalence is 10%. Then the value of g can be determined by the
values of the other parameters. We consider four different disease models (denoted by Lg to
Lg ) based on the above logistic model with different disease models corresponding to
different values of 1 and intervals of the minor allele frequency (MAF) of the disease locus.
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The values of 8, and the intervals of the MAF of the disease locus for the four disease
models are given in Table 2. When the interval of the MAF at the disease locus is given, we
randomly choose a SNP with MAF in the interval as the disease locus (the genotypes of the
disease locus are kept in the data set for analysis).

Throughout the simulation studies, we set cq , the proportion of the total variability
explained by the first k PCs ( k = 3), as 95% for TPCSW. The results of type | error rates
are given in Table 3. With 1,000 replicated samples, the standard deviations for the type |

error rate are \/005 X 095/1000 ~ 0.007 and \/001 X 099/1000 ~ (0.0031 for the nominal
levels of 0.05 and 0.01. The 95% confidence intervals are (0.036, 0.064) and (0.004, 0.016)
for the nominal levels of 0.05 and 0.01. The results shown in Table 3 illustrate that the
estimated type | errors of all the three methods are within the 95% confidence intervals,
which indicate that the estimated type | errors are not significantly different from the
nominal levels.

The power comparison results of the three methods under the four three-locus disease
models are shown in Figure 1. From Figure 1, we can see that our method consistently
outperforms the other two methods in terms of the detection power at various sample sizes
under the four disease models. The power of the other two methods, Theagle and TSingle,
are very similar.

The power comparison results of the three methods under the four single-locus disease
models are shown in Figure 2. When MAF is low, i.e. [0.045, 0.05], Theagle is the most
powerful one and the proposed method and TSingle have similar power. When MAF is high,
i.e. [0.29, 0.30], all three methods have similar power. When MAF is in the middle, i.e.
between 0.05 and 0.3, the proposed method and Theagle have similar power and both
methods are more powerful than TSingle. Overall, we can conclude that, except for the case
of low MAF, our method is always one of the most powerful methods.

Discussion

In this article, we have proposed a genotype-based method through PCA to find optimal
window sizes of variable-sized sliding windows to detect disease associations. We use
intensive simulation studies to evaluate the performance of the proposed method. The
simulation results show that in most cases our method outperforms the commonly used
single-marker association test and Browning’s variable-length Markov chain method. Our
method is capable in phase unknown situation while Browning’s variable-length Markov
chain method is based on phase known situation, so intensive computation to phase the data
is first required. Our method significantly outperforms the other two methods in multi-locus
disease models.

There is a common problem for variable-size sliding-window approaches because they are
usually based on haplotype data which demands a computationally intensive method to
phase the genotype data first. Our method tackled the common disadvantage for variable-
size sliding-window approaches by finding the optimal window size using genotype-based
method. Therefore our method has the potential to be applied to genome-wide association
studies.

To improve our methodology, there is still one thing that needs further consideration, that is,
how to choose the values of the parameters k and cg , the number of PCs we used and the
proportion of the total variability explained by the first k PCs. In this study we set ¢y = 95%
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and k = 3. Through intensive simulation studies, we conclude that cy = 95% and k = 3 are
good choices in most cases. However, it is hard to find optimal values for the two
parameters; therefore it should be one of our future steps of this method.

In our simulation studies, the disease-related SNPs are not removed from the genotype data
before analysis. In this case, it seems that the single-marker analysis should give the best
results. However, even if the disease-related SNPs are kept in the genotype data, several
studies have shown that multiple-marker methods may be more powerful than the single-
marker analysis (Zhao et al. 2000; Zhang et al. 2003). Following example may explain
partially why multiple-marker methods can be more powerful. Consider a case-control study
with 1000 cases and 1000 controls. Suppose that the frequencies of the disease allele in
cases and controls are 0.2 and 0.15, respectively. Then, the p-value of the allelic chi-square
test is 3.2x1073 . Consider five markers around the disease locus (include the disease locus)
and assume that a mutation occurred at haplotype 11111 many years ago. The frequency of
haplotype 11111 in cases should be higher than that in controls. Suppose frequencies of
haplotype 11111 in cases and controls are 0.05 and 0.00, respectively. Then, the p-value of
the allelic chi-square test to test association of haplotype 11111 (haplotype 11111 as one
allele and all other haplotypes as another allele) is 8.0x10713 and the p-value after
adjustment for multiple testing (at most 32 haplotypes) is 2.56x10711 . This example shows
that disease-marker association may not be detectable as first-order association between a
single marker and the disease locus but may be detected by extended marker haplotypes.

In summary, it is shown that the proposed method is simpler, faster and more powerful than
the recently developed method—Browning’s variable-length Markov chain method. The
computational efficiency and power compared to its peers make our method an attractive
choice in detecting disease associated SNP(s) in genome-wide association studies.
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Figure 1.

Power comparison among the three methods in four three-locus disease models. The power
is calculated under the assumption of a 5% significance level and the permutation test is
used to correct for multiple testing.
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Figure 2.

Power comparison among the three methods in the four single-locus disease models. The
power is calculated under the assumption of a 5% significance level and the permutation test
is used to correct for multiple testing.
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Table 1

Values of the parameters in the four three-locus disease models

Models | Parameters
L, P23 = log(3)
Lz | A1=109(1.5); B123 = log(3)
Ls B1=109(1.5) ; B, = 109(0.65) ; B103 = 10g(3)
Ly B1= P2 = B3 =log(1.5)

Disease prevalence is set to be 0.1. Except for S0 , all other parameters not in the table are zero and the value of g can be determined by the values

of the other parameters.
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Table 2

Values of the parameters in the four single-locus disease models

d?lgglz Ir?\%éil odds ratio MAF interval
Ls f1=109(2.3) | [0.049, 0.05]
Le p1=109(2) [0.09, 0.10]
L7 f1=10g(1.7) | [0.19, 0.20]
Ls f1=10g(1.5) | [0.29, 0.30]

Disease prevalence is set to be 0.1. Except for 5o , all other parameters not in the table are zero and the value of g can be determined by the values
of the other parameters.
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Type | error rates of the three methods: TSingle, Theagle, and TPCSW.

e | methods | ST | el 106
TSingle 0.048 0.007
600 Theagle 0.052 0.006
TPCSW 0.043 0.013
TSingle 0.039 0.008
800 Theagle 0.062 0.012
TPCSW 0.039 0.014
TSingle 0.045 0.01
1000 Theagle 0.061 0.006
TPCSW 0.042 0.008
TSingle 0.042 0.011
1200 Theagle 0.058 0.007
TPCSW 0.047 0.009
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