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ABSTRACT The correlation functions of the fluctuations of
vibrational frequencies of azide ions and carbon monoxide in
proteins are determined directly from stimulated photon echoes
generated with femtosecond infrared pulses. The asymmetric
stretching vibration of azide bound to carbonic anhydrase II
exhibits a pronounced evolution of its vibrational frequency
distribution on the time scale of a few picoseconds, which is
attributed to modifications of the ligand structure through
interactions with the nearby Thr-199. When azide is bound in
hemoglobin, a more complex evolution of the protein structure is
required to interchange the different ligand configurations, as
evidenced by the much slower relaxation of the frequency dis-
tribution in this case. The time evolution of the distribution of
frequencies of carbon monoxide bound in hemoglobin occurs on
the '10-ps time scale and is very nonexponential. The correla-
tion functions of the frequency fluctuations determine the evo-
lution of the protein structure local to the probe and the extent
to which the probe can navigate those parts of the energy
landscape where the structural configurations are able to modify
the local potential energy function of the probe.

Chemical reactions in biology can be controlled by the fluctua-
tions in the energies of the reactant states. When the reactions
involve charge translocations, the motions of the charges in the
surrounding medium cause changes in the electric fields in the
neighborhood of the reacting species, which in turn cause fluc-
tuations of the reactant energies. These fluctuations occur on the
time scale of the nuclear motions of the medium. For chemical
processes occurring in a protein environment, such as in enzyme
catalysis, the dynamics of the protein nuclei can control the
reaction. Therefore, it is very important to determine experimen-
tally the essential properties of the fluctuations associated with
various observables, such as their mean values, time-correlation
functions, and structural origins.

The experimental approaches to determining time-correlation
functions include spectroscopic line shape measurements and
time-domain responses. In the vibrational frequency regime the
line-shape approach is a common one (1), although it does not
always expose the underlying physical origins of the fluctuations.
Time-domain techniques were also developed some time ago that
enabled investigations of the various contributions to the line
width such as pure dephasing and population relaxation (2). The
dephasing times of vibrational transitions having static inhomo-
geneous distributions can be measured by means of two-pulse
photon echoes (3–5). Silvestri et al. (6) have shown that for optical
transitions, a photon echo with three pulses can also yield the
dynamics of the inhomogeneous distribution. There were many
applications of this nonlinear technique in the electronic spec-
troscopy of dye molecules (refs. 6–8, and see ref. 9 for a review)
and of cofactors in biological systems [light-harvesting complex II
(10), reaction center (11), Zn–myoglobin (12)]. This experiment

was only recently accomplished with IR pulses exciting vibra-
tional modes (13, 14). The IR measurements report on the
frequency-fluctuation correlation function for cases where the
inhomogeneous distribution of vibrational frequencies changes
over measurable time scales.

In the present work we introduce the idea of using molecular
vibrations to probe time-dependent changes in the heterogeneity
of proteins. Previous studies of vibrational dynamics in proteins
were restricted to the determination of orientation, population,
and dephasing relaxation times of ligand vibrations in heme
proteins (15–21). In the present work the goal is to determine the
dynamics of the inhomogeneous distribution of vibrational fre-
quencies by measuring the time evolution of the vibrational-
frequency correlation function. The vibrational frequency is
modified when the interaction with the medium alters the func-
tional form of the potential-energy surface of the vibrator. The
idea is quite general, and the vibrational transitions could be
intrinsic, corresponding to natural parts of the protein, or extrin-
sic, such as molecules or ions bound to protein or to enzyme active
sites. This work is distinct both in philosophy and in methodology
from the many studies of transient vibrational spectra of biolog-
ical photoreactions and their intermediates (16, 22–24).

Correlation functions related to protein dynamics have been
obtained by using a variety of fast optical methods. Fluorescent
probes attached to proteins or nucleic acids have been used to
determine orientational correlation functions through studies of
their fluorescence anisotropy. These measurements yield prop-
erties of the fluctuations in the angular velocities of the probe-
transition dipole and the coupled angular fluctuations of the
protein (25). Studies of the time dependence of the Stokes shifts
of charge-sensitive probes or cofactors by fluorescence lifetime,
transient absorption, and photon echoes have all yielded infor-
mation on the energy fluctuations experienced at the site of the
probe (9). These experiments can measure the probe electronic-
transition energy fluctuations induced by nuclear motions of the
medium and of the probe chromophore itself.

The experimental method used in the present work is the IR
three-pulse or stimulated-photon echo. We employ femtosecond
IR pulses in the first such experiments on vibrational transitions
of probes associated with proteins. We will see that studies of
vibrational dynamics using femtosecond nonlinear spectroscopy
can expose features of protein dynamics that are not otherwise
available.

OUTLINE OF THE FEMTOSECOND IR
THREE-PULSE PHOTON-ECHO METHOD

In the experiment, three femtosecond IR pulses in a variable
time sequence, having wave vectors k1, k2, and k3, interact with
the sample and generate two new fields into directions ka and
kb as pictured in Fig. 1a. The magnitude of each of the
generated fields in the nonlinear IR experiment is determined
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by the convolution of a probe-response function with the
electric fields of the incident laser pulses (14, 26). The pulse
sequence T, t, t is depicted in Fig. 1a, where T is the time
separation between the peaks of pulse 3 and pulse 2 for t . 0,
or between the peaks of pulse 3 and pulse 1 for t , 0. The ka

signal contains the same information at 2t as the kb signal
contains at t. The detectors measure the square of each of the
IR electric fields averaged over time t. When the vibrators
change their frequencies very rapidly compared with the time
scale of the observation the system is said to be homogeneous,
and only then will the ka and kb signals be identical. Any system
will appear homogeneous when T becomes larger than all of
the relaxation times, at which point there will be no longer any
memory of the inhomogeneous distribution of frequencies
present when the sample was first excited. It is the temporal
evolution of the inhomogeneity that is measured in this work.
The protein interaction with the probe is modeled by the
correlation function of the vibrational frequency fluctuations,
dv10(t) or dv21(t), about their mean values. These mean values,
which are the transition frequencies connecting the probe
vibrational quantum states v 5 0 and v 5 1 or v 5 1 and v 5
2 are separated by D, the anharmonicity. Both the linear and
nonlinear IR spectra are characterized by the function g(t)
defined as (see Appendix and ref. 14 for more details)

g~t! 5 E
0

t

dt1E
0

t1

dt2^dv10~t2!dv10~0!& [1]

It is assumed here that the fluctuations Dv10(t) and Dv21(t) are
strictly correlated, so that at this stage the analysis only considers
the changes in the quadratic part of the probe potential energy
arising from the probe–protein interaction. If the oscillator were
actually harmonic, there would be no signal [apart from effects
caused by variations of dephasing rates with quantum number
(27)], so the anharmonicity assumes a vital role in this experi-
ment.

The value of T1 needed to interpret the experiment was
measured from the exponential decay of the signal versus T at t
5 0, a situation that corresponds to a conventional transient-
population grating experiment, or from a separate pumpyprobe
experiment (19) with two IR pulses. The time over which the
correlation function can be examined by the photon echo is
limited by T1. For a free or a very loosely bound probe the
orientational relaxation, which can also be obtained from sepa-
rate polarized pumpyprobe experiments, would also need to be
taken into account (14). The rotational diffusion of the protein
is much slower than the echo time scales and therefore has
negligible effect. Explicit, general forms of the response functions
similar to those needed to interpret our experiments (14) have
been given by Mukamel (26).

METHODS OF PROCEDURE

Tunable femtosecond IR pulses with pulse durations of 120 fs,
energies of '1 mJ, bandwidths of '150 cm21, and frequencies
centered to the absorption lines of the N3

2 or CO in the different
experiments were generated by mixing the outputs of a BBO-
optical parametric amplifier in a AgGaS2 crystal (28). The output
was split into three beams each with the same polarization and
energy 300 nJ. The pulses with directions k1 and k3 traversed
computer-controlled delay lines. The beams were focused at the
sample (spot size 150 mm) in a box configuration (see Fig. 1) (29).
A small third-order signal from the solvent (,3%) was observed
when pulses 1 and 2 temporally overlap. Two mercury-cadmium-
telluride detectors recorded the signals phase-matched in the two
directions kb 5 k1 2 k2 1 k3 and ka 5 2k1 1 k2 1 k3.

Three different samples have been investigated in this work:
N3

2 bound to bovine carbonic anhydrase II (CA–N3
2), N3

2 bound
to hemoglobin A (Hb–N3

2), and CO bound to hemoglobin
(Hb–CO). The protein samples were purchased from Sigma and
used without further purification. The CA–N3

2 sample (8 mM)
was prepared in D2O containing 7 mM NaN3 and 100 mM Mes
buffer (pH 5.7). Under these conditions, 91% of the total azide
was bound to protein. Its absorption peak shifts from 2,043 cm21

in D2O to 2,094 cm21 in the protein. The Hb–N3
2 sample ('13

mM Hb) was dissolved in D2O containing 100 mM potassium
phosphate buffer (pH 6.8) and 7 mM NaN3. In that case, '90%
of the ions also are bound, and the vibrational frequency shifts to
2,023 cm21. The samples were filtered through a 5-mm membrane
filter before being loaded into a gas-tight 50-mm pathlength
sample cell. The Hb–CO sample (16 mM) in 0.1 M phosphate
buffer (pH 7.6) was reduced with 0.1 M dithionate, stirred under
1 atmosphere (5 101.3 kPa) of CO for several hours and again
filtered through a 5-mm membrane filter. The main absorption
peak appears at 1,951 cm21. However, a small band (10%) is also
observed at '1,970 cm21 (i.e., the A0 band).

The continual irradiation of protein solutions with IR pulses
has no known influence on the integrity of the samples, which
can therefore be used repeatedly with little if any denaturation.

RESULTS

An example of a complete set of stimulated-photon echo data as
a function of both delay times T and t is shown in Fig. 1b for
CA–N3

2 (ka direction only). In Fig. 2, the signal as a function of
t for some selected times T is shown for both the ka and the kb

directions. Neither the ka nor the kb signals are symmetric in t,
proving that an inhomogeneous distribution is present in all of the
cases studied and for all times T. However, a careful inspection
indicates that the asymmetry of each of the signals with respect
to t decreases with T. This is most evident for Hb–CO, in which
the longer vibrational lifetime permits the process to be followed
for up to '40 ps. The temporal evolution of the asymmetry is

FIG. 1. (a) The geometry and timing used in the stimulated-photon
echo experiment. Two detectors collect the light emitted into the ka

5 2k1 1 k2 1 k3 and the kb 5 k1 2 k2 1 k3 directions. (b)
Stimulated-photon echo signal obtained for CA–N3

2 in the ka direction
plotted against the delay time between pulse 1 and pulse 2 (t) and pulse
2 and pulse 3 (T).
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evident from first-moment M1(T) of the signals† (see Fig. 3). The
first moments have no fundamental significance other than they
are convenient measures of the asymmetry of the signal versus t
at a given value of T. They assess qualitatively whether an
inhomogeneous distribution still exists after time T, so the
approach of the photon-echo signals to a symmetric form cen-
tered at t 5 0, at which point M1 5 0, mimics in some respects
the evolution of the spectral diffusion. They also give an idea of
the time scales of the spectral-diffusion processes. In the case of
CA–N3

2, M1(T) decays over the first 4 ps, while for Hb–N3
2, the

first moment M1(T) stays constant during this period after a small
initial decay. The inhomogeneity of Hb–CO decays on at least two
time scales within the observation window of 40 ps.

The fitting procedure consisted of first estimating a correlation
function from the first moments M1(T) and then refining the
parameters of this function by least-squares fitting to the com-
plete set of data points using the formalism outlined in the

Appendix. Model-correlation functions contained sum of expo-
nentials and a constant:

^Dv10~t!Dv10~0!& 5 O
i51

n

Di
2expS 2 t

ti
D 1 D0

2. [2]

Two terms were needed for CA–N3
2 and Hb–CO and one for

Hb–N3
2. The fits are included in Fig. 2, showing a reasonable

overall agreement.‡ The fit parameters are summarized in Table
1, and the resulting correlation functions are plotted in Fig. 4. The
parameter t2zD2 is ,1 in all three samples, indicating that the
faster process is close to the motional narrowing limit that would
be describe by a pure dephasing time T2 5 (t2zD2

2)21. The
vibrational relaxation times, T1, were deduced from the transient
grating signal (i.e., t 5 0) and are included in Table 1.

DISCUSSION

The data show that a time-dependent inhomogeneous distribu-
tion or a spectral-diffusion process is present in all of the cases
studied. The transition-frequency correlation functions (see Ta-
ble 1), determined from the complete data sets, provide quan-
titative proof of this conclusion. They indicate the time scales over
which the memory of the initial vibrational frequency distribution
is lost by structural rearrangements. Qualitatively, the existence
of spectral diffusion is easily seen from the first-moment plots.
The finite values of M1(T) indicate that the ka and kb signals are
different even at the largest values of T reached in each of the
experiments. Technically, the results show that the vibrational

†The first moment M1(T) of the experimental signal S(T,t) is defined
as

M1~T! 5 E
2`

`

tS~T,t!dtYE
2`

`

S~T,t!dt.

‡The fits are not expected to be perfect. There is a small fifth-order
contribution to the signal that is not included in the fitting. This causes
the oscillations at the frequency of the anharmonic shift between
adjacent levels, which are most evident in the Hb2CO signal in Fig.
2. Furthermore, the fits assume that only a single IR absorption band
generates the signal. Actually, in each example there is a weak satellite
band with '10–20% of the strength of the main band (see Methods
of Procedure) that contributes a small amount to the signal.

FIG. 2. Stimulated-photon echo signal of CA–N3
2, Hb–N3

2, and
Hb–CO plotted against delay time t for selected delay times T together
with global fits (solid lines). The signals in the ka (solid symbols) and
the kb (shaded symbols) directions are both shown. The ka signal at 1t
is identical to the kb signal at 2t, and the shift between both signals
is a measure of inhomogeneity at time T. The asymmetry of the signals
with respect to t decays with time T.

FIG. 3. The normalized first moments of CA–N3
2, Hb–N3

2, and
Hb–CO as a function of delay time T. The Inset shows the Hb–CO data
with an extended time axis. The inhomogeneity decays with time T as
a result of conformational f luctuations of the proteins.

Biophysics: Lim et al. Proc. Natl. Acad. Sci. USA 95 (1998) 15317



coherence introduced by pulse 1, and the corresponding phase
information stored in the population created by pulse 2, continues
to be detectable after rephasing is induced by pulse 3, albeit in an
ever-decreasing manner, as T increases. The rephasing process
that generates the echo can only occur when there is some
memory of the original inhomogeneous distribution of frequen-
cies. If this memory was obliterated, the ka and kb signals would
be identical at each value of t. Therefore in the examples given,
an inhomogeneous distribution of vibrational frequencies must
initially exist and it must be time-dependent.

The time-dependence of the inhomogeneous distribution has a
special significance in the case of proteins because it measures the
changes in the structure of those parts of the protein that
influence the probe vibrational spectrum. The potential-energy
surface of the probe molecule is changing as a result of the
interaction with the protein. The potential will be sensitive to
forces that can influence the charge distribution in the probe.
Therefore, this method is a probe of the local structure.

Long-range interactions can also cause frequency changes by
the shifting of vibrational transition in response to the fields from
the fluctuating charges of the medium. However, the dipole or
quadrupole moments needed to couple to those fields vary only
slightly with the quantum number of vibrational states because of
the small anharmonicity of the oscillators, so these perturbations
will be small. However, an important effect of longer range
interactions on the spectral diffusion would be to cause energy
and nuclear-position fluctuations of those parts of the protein
that are involved in direct coupling to the probe atoms. By this
mechanism, the local interactions can sense the bulk fluctuations
of the protein. The local forces can be changed either by fluctu-
ations in the local structure or by the local structure responding
to changes in other parts of the protein. This picture suggests a
plausible interpretation of the time sequence of events in the
evolution of the inhomogeneous distribution around a local
region.

The stimulated-echo results for the proteins are to be con-
trasted with those for isolated ions (13, 14) in water, where the
inhomogeneity disappears after only few ps. The time scale for

the loss of the memory of the inhomogeneous distributions is
much shorter than found in the proteins. This provides additional
support for the conclusion that the protein dynamics are directly
responsible for the effects reported here. For the case of azide in
water, the relaxation time of 1.5 ps is not that reported for water
(30); rather, it corresponds to the making and breaking of the
hydrogen bonds between azide ions and water molecules, estab-
lishing that it is the local-structure fluctuations that dominate the
spectral diffusion for that case (14). This conclusion forms the
basis of each of the following specific examples.

Fluctuations in the Active Site of Carbonic Anhydrase II.
Carbonic anhydrase (CA-II) is a zinc enzyme that catalyzes the
interconversion of CO2 and bicarbonate. The azide ion, which is
a competitive inhibitor of bicarbonate dehydration in CA-II,
binds at Zn21 without compromising the three-dimensional
structure of the active site of the enzyme (Fig. 5; refs. 31 and 32).
The active site is a Zn21 ion buried '10 Å from the protein
surface and coordinated in an approximately tetrahedral geom-
etry to four ligands (31, 32): azide, His-94, His-96, and His-119.
The azide nitrogen (N(1)) closest to the metal and the central
nitrogen (N(2)) have short contacts (3.3 Å) to the hydroxyl oxygen
of Thr-199. In addition, N(2) (at 3.7 Å) and N(3) (at 3.5 Å) must
sense the amide nitrogen of Thr-199. Therefore, it is natural to
invoke the nearby Thr-199 as the group that modifies the poten-
tial-energy function and controls the charges of Zn-bound azide.
The charge on N(2) in isolated azide is '11 electron (e), whereas
the end atoms each have a '21 e charge (33). Recent calcula-
tions (34) have shown that the Zn-bound azide N(2) becomes
more positive by 0.11 e, N(1) becomes less negative by 0.03 e, and
N(3) becomes more negative by 0.24 e when the effect of the
enzyme environment, mainly the Thr-199, is taken into account.
These simulations and quantum chemical calculations suggest
that protein motions should cause fluctuations in the admixtures
of the dominant valence bond structures N21AN11AN21 and
N'N11ON22 of the bound azide. Each admixture corresponds
to a different potential-energy function for the ground state and
hence a different vibrational frequency. The solvent-coupling of
valence-bond structures provides a simple model for dephasing
and spectral diffusion. Such an interpretation is consistent with
the azide vibrational frequency in the enzyme being increased by
'50 cm21 compared with azide in water and by 110 cm21

Table 1. The parameter of the energy fluctuation correlation
function (Eq. 2) obtained from global fits and vibrational relaxation
time T1 obtained from the transient grating signal (i.e., t 5 0)

Species D0yps21 D1yps21 t1yps D2yps21 t2yps T1yps

CA–N3
2 — 0.95 17 1.6 0.2 2.8

Hb–N3
2 0.56 — — 1.2 0.3 2.5

Hb–Co 0.35 0.41 12 0.71 0.5 25

FIG. 4. The frequency-fluctuation correlation functions (Eq. 2)
obtained from global fits of the complete data sets (such as the one
shown in Fig. 1) of CA–N3

2 (solid line), Hb–N3
2 (dashed line), and

Hb–CO (dashed-dotted line). The Inset shows the Hb–CO results with
the time axis extended to 40 ps.

FIG. 5. The structure of the binding pocket of CA–N3
2 (32). The

atoms of the azide ion, which is bound to the active site (Zn21), is in
close contact with Thr-199 (indicated by the dotted lines).
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compared with azide in the gas phase (35). The presence of a
small admixture of the triple-bonded structure causes the aver-
aged frequency to increase significantly.

Fluctuations of the CO Ligands of Hemoglobin. The IR
transition of a bound carbon monoxide molecule has been used
before to probe hemoglobin dynamics (15–21). Both x-ray
diffraction (36) and IR polarized absorption (17, 19) find the
CO to be oriented essentially perpendicular to the heme plane
and angularly immobilized on the time scale of tens of pico-
seconds (17). The vibrational-energy relaxation time (19) in
this case is long enough to open a significant time window—in
excess of 40 ps—for studies of the stimulated photon echo. Fig.
2 shows the stimulated echo arising from the CO vibration at
1,951 cm21. Again, there is evidence for a significant local-
structure evolution over the time scale of the experiment. The
correlation function of the frequency fluctuations does not
decay exponentially but can be fitted to a sum of two expo-
nential decays plus a part that is stationary over the time scale
of the observations (see Table 1). The variations in the CO
potential can be caused by its interactions through the iron
with the heme and its proximal ligand, and by forces exerted
on the CO by the amino acids in the distal heme pocket. The
fast component of the correlation function was measured
previously for Mb–CO by two-pulse photon-echo experiments
(4, 5). This essentially homogeneous bandwidth was attributed
to energy fluctuations brought about by motions of the distal
amino acids. The slower components of the correlation func-
tion, responsible for the major part of the decay of the first
moment, correspond to the relaxation of the inhomogeneous
distribution of CO frequencies. This is suggested to arise from
the interaction of the CO with the distal histidine. It is known
that the CO vibrational frequency and hence the potential
energy for the CO stretching motion is extremely sensitive to
the presence and positioning of His-E7 in hemoglobin (37) and
myoglobin (38, 39). On the other hand, the CO frequency is
less sensitive to mutations of Val-E11, another heme-pocket
residue. Variations in the relative positioning of the polar
His-E7 and the CO can cause mixing of the valence bond
structures FeACAO and FeOC'O (41). The latter structure
is stabilized by the hydrogen bond to E7 causing an increase in
the vibrational frequency. Again, we invoke medium-induced
mixing of valence bond structures as a model for fluctuating
the vibrational frequency. We suggest that the 12-ps process,
which is a main part of the correlation function, corresponds
to relaxation of these distal pocket structures.

Measurements in the optical regime below 20 K (12) have
shown that the interchange of structural configurations or protein
substates that cause fluctuations in the heme transition energy
stretch over a very wide time scale from picoseconds to micro-
seconds. This evolution would be speeded up at 300 K. According
to our results, motion within the distribution of substates that
modify the CO vibrational frequency begins significantly on the
time scale of 12 ps. This implies that the CO oscillator potential
in Hb–CO varies significantly over this time scale. However, even
after the experimental limit of 40 ps, the inhomogeneity is not yet
equilibrated, and its complete relaxation must be stretched over
an even longer time scale. We have suggested that the relaxation
of the probe frequency distribution caused by only the local
motions (e.g., His-E7 of Hb–CO) is the main contributor to the
'12-ps dynamics. The slower changes in the CO potential must
require more complex reorganizations of the protein, presumably
involving many more protein atoms.§ The residual inhomogene-
ity is therefore attributed to more global structural changes.
Forces on the iron, transmitted by motions of the proximal

structure and heme, would fall into this category and would cause
changes in the CO frequency, but in a less direct manner.

Fluctuations of the N3
2 Ligands of Hemoglobin. Myoglobin

azide has a structure with the linear azido group forming an
angle of '60° with the heme plane normal (41). A close polar
contact with the ligand is the distal histidine, His-64, but the
ligand is in van der Waals contact with numerous other amino
acids in the heme pocket. The lifetime of the azide transition
limits the data collection to '4 ps. It is apparent, however, that
the correlation function is different from that obtained from
CO in the same environment; it decays significantly more
slowly at early times. This suggests that the inhomogeneous
distribution is not relaxed by local f luctuations on a fast time
scale. Either the relaxation requires a more complex structural
reorganization of the protein or the azide is significantly more
tightly bound to sites in the heme pocket than is CO.

CONCLUSIONS

Protein motions are expected to stretch over many orders of
magnitude in time at low temperatures (12, 42) and even at
ambient temperatures (43, 44). It is evident that different meth-
ods of examining these motions will give results that depend on
what is probed. In this work we have introduced a method that is
sensitive to the microscopic protein structure changes around a
small molecule probe, inasmuch as they are able to modify the
potential energy determining the probe vibrational spectrum.

A unique feature of the vibrational approach is that small
molecular or ionic probes can be employed, thereby allowing
information about local structural fluctuations to be obtained
while minimizing deleterious effects on the protein function.
Optical probes are usually fairly large cofactors or dye molecules.
Their responses are generally assumed to provide properties of
the charge fluctuations of the whole medium. It is the fluctuations
of the parts of the protein that are directly coupled to the
probe—and are therefore the main perturbers of its potential-
energy surface—that are important for small molecule vibra-
tional probes. Accurate calculations of these fluctuations seem to
be achievable with the help of molecular dynamic simulations and
quantum-chemistry calculations, providing a direct link between
theory and experiment.

In experimental and theoretical work on electronic transi-
tions of two-level systems, the essential feature of the dynamics
revealed by the three-pulse echo is the correlation function of
the fluctuations of the electronic transition energy. The mea-
surement can expose solvent-induced energy changes that
occur when the charge distribution is modified by electronic
excitation. As mentioned above, the practical situation is
qualitatively different for vibrational transitions. For example,
there are always more than two vibrational levels in the
nonlinear IR response because the vibrator consists of a set of
roughly equally spaced levels. Another property unique to
vibrations is that the fluctuations of the transition frequencies
of nearly harmonic potentials, inasmuch as they derive from
solvent-induced changes in the whole potential-energy func-
tion of the probe molecule, can be highly correlated. In this
work we assumed they were fully correlated, but further work
is needed determine the actual correlation coefficients.

The time scale over which the correlation function can be
measured by vibrational probing is limited by the energy relax-
ation time, T1, of the probed vibrational states. Although there is
considerable information on these relaxation times (2, 45, 46), this
is not the case for molecules in protein environments or for small
molecules or ions in liquids (46). Some molecular vibrations relax
by transferring the energy excess directly to the environment,
whereas others first undergo intramolecular vibrational-energy
redistribution, which can be less sensitive to the environment.
Some examples are the vibrational excitations of ions such as
CN2, which live for '30 ps in water (28), the CH vibration of
neutral HCN, which lives for hundreds of picoseconds in non-

§The CO absorption is composed of transitions from the a- and
b-subunits of hemoglobin that have similar heme pockets (36).
Although these transitions are not separated in the IR spectrum, the
correlation function can be influenced by this inhomogeneity as well.
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polar solvents (47), and CO2, which relaxes within 10 ps in water
(13) but can live much longer in less polar environments. As an
example, in a non-hydrogen bonding environment the azide-ion
relaxation time is extended to 15 ps (48). In these and other cases
in which a large amount of energy relaxes directly into the
surroundings in a multiphonon process, the relaxation times
themselves are sensitive indicators of the local environment of the
probe molecules and hence of the local fluctuations of the protein
structure.

APPENDIX

With the help of the function g(t), defined by Eq. 1, the total
response function, R(T,t,t), is assumed to be

R~T,t,t! 5 2m01
4 ~1 2 e2t/T1eiDt!~Q~t!A1~T,t,t! 1

Q~ 2t!A2~T, 2t,t!e2~t/21T1t/2!/T1!,

where Q(t) is the Heaviside function. A1 and A2 are given by

A1~T,t,t! 5 e2iw~t2t!exp~2 g~t! 1 g~T! 2 g~t! 2 g~T 1 t!

2 g~t 1 T! 1 g~t 1 T 1 t!!

A2~T,t,t! 5 e2iw~t1t!exp~ 2g~t! 2 g~T! 2 g~t! 1 g~T 1 t!

1 g~t 1 T! 2 g~t 1 T 1 t!!.

The detector measures the integrated four-wave mixing signal
to which our data are fit:

S~T,t! 5 E
0

`

uP~3!~T,t,t!u2dt ,

where the third-order polarization P(3) is evaluated by convo-
luting the total response function R(T,t,t) with the electric
fields of the IR pulses. A harmonic oscillator approximation
implies 2m10

2 5 m21
2 , where mij is the transition moment from

state i to state j in the vibrator.
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