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SUMMARY

An automated early warning system has been developed and used for detecting clusters of

human infection with enteric pathogens. The method used requires no specific disease

modelling, and has the potential for extension to other epidemiological applications. A

compound smoothing technique is used to determine baseline ‘normal ’ incidence of disease

from past data, and a warning threshold for current data is produced by combining a

statistically determined increment from the baseline with a fixed minimum threshold. A

retrospective study of salmonella infections over 3 years has been conducted. Over this period,

the automated system achieved " 90% sensitivity, with a positive predictive value consistently

" 50%, demonstrating the effectiveness of the combination of statistical and heuristic methods

for cluster detection. We suggest that quantitative measurements are of considerable utility in

evaluating the performance of such systems.

INTRODUCTION

As computer technology has permeated hospital and

public health laboratories, an increasing number of

epidemiological databases are being maintained. Par-

ticularly where maintained on a national or in-

ternational scale, these databases contain a wealth of

information and have the potential to inform us about

many aspects of disease [1, 2]. Because the relevant

parameters are not always known when the data are

collected, the general approach is to collect and store

as much data as possible. While these databases are a

rich source of multi-dimensional data, in many cases

their potential is under-realized.

On an international level, food-borne illness has

increased in recent years, rather than decreased [3–5].

While some of the increase can be attributed to

improved reporting practices, changes in agricultural

and food manufacture methods and a changing

* Author for correspondence.

population have also led to increased disease incidence

[3]. There is a need for a means for rapid detection of

point-source outbreaks of food-borne gastroenteritis.

This would allow the timely introduction of con-

tainment measures to reduce the extent of the

outbreak and its attendant human illness and financial

loss [6].

We have a comprehensive notification scheme of

enteric pathogens in Australia, the National Enteric

Pathogens Surveillance Scheme (NEPSS) (formerly

the National Salmonella Surveillance Scheme), which

has been developed and maintained at the Micro-

biological Diagnostic Unit of The University of

Melbourne since 1980. The associated database

contains data on isolates from most cases of gas-

troenteritis in Australia caused by Salmonella enterica

and Shigella species, as well as data on isolates of a

number of different bacterial species. The bulk of the

data involves Salmonella enterica, which is divided

into " 2300 groups (serovars) on the basis of serology.
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All isolates in the database have been serotyped and,

where appropriate, most have been phage typed prior

to data entry.

Many incipient outbreaks of salmonellosis have

been detected by the NEPSS using an informal

method, that is, unusual clusters of a particular

serovar or serovar-phage type combination (strain)

have been noticed by alert staff. The informal method

relies on the fact that NEPSS receives reports from all

over Australia ; the concentration of reports in one

place means that abnormal patterns are often

recognized. In the absence of retrospective analysis,

the precise rate of detection using this method was not

known. We hypothesized that the informal method

had a reasonable success rate for detecting outbreaks

due to the more unusual strains of salmonella, but

that it would be less effective in picking up single-

source outbreaks of the more common strains, since

local increases over a high background would be less

likely to stand out. We designed an automated early

warning system to see if outbreak detection could be

improved, both with respect to the number of

outbreaks detected and to the timeliness of detection.

It flags clusters of a single serovar (and phage type,

where appropriate) that are abnormal for the geo-

graphic location and time of year in which they occur,

and which might warrant further epidemiological

investigation. It also supports the initial stages of

further investigation, by displaying additional in-

formation on demand.

We ran a prototype implementation of our early

warning system, the Salmonella Potential Outbreak

Targeting System (SPOT), version 1.0, in blind

parallel with the informal system, and found that the

automated system picked up more outbreaks than the

informal system [7]. We have since improved the

robustness of the automated system by introducing a

hybrid statistic}heuristic algorithm to detect incipient

outbreaks, in place of the purely heuristic approach of

the prototype version. Both accuracy and efficiency

have been improved by using a smoothing technique

to deal with outlying data in the baseline, in place of

the semi-manual monitoring used in the prototype.

We have also expanded the system to include

surveillance of Shigella species. In this paper we

describe a 3-year retrospective analysis of salmonella

surveillance using the improved version of the auto-

mated system, SPOT v2.0. We have measured the

sensitivity of outbreak detection using the automated

system and positive predictive value of the reports

generated, and have compared these with results

obtained using the informal, non-automated system.

We discuss our results in light of the published results

of other automated surveillance systems [8–11], and

advocate the use of quantitative measures for com-

paring the effectiveness of different systems.

METHODS

System design

The early warning system works in two distinct phases.

In phase 1, baseline values of expected occurrences

are calculated, based on the previous 5 years’ data.

A baseline value is calculated for each serovar (or

serovar and phage type), in each geographic location,

and for each calendar month, and is stored for use in

phase 2.

In phase 2, a warning threshold is calculated from

the stored baseline values, and any incidence above

the corresponding threshold is flagged. The length of

time to be surveyed can be nominated by the user.

Within the nominated time frame, isolations are

always grouped by week, to avoid diluting – and

consequently missing – a short-lived increase by

averaging over a longer time period. The user can

nominate the geographic area, which can be as large

as all of Australia, or a smaller region. Where nation-

wide surveillance is nominated, the default is that

isolations are grouped by state, in recognition of

different patterns of distribution of different serovars

and to avoid missing a relatively local outbreak by

averaging over the entire country. The system can also

be set to screen for occurrences of a single serotype,

for repeated surveillance during an ongoing outbreak

or suspected outbreak. The default configuration

screens all of Australia for all Salmonella serotypes

over the past 8 weeks.

National Enteric Pathogens Surveillance Scheme data

Data used were the NEPSS data for the years 1993–5.

Data are recorded on a per isolation basis and stored

using a commercial database (Ingres v6.5}05). For the

purposes of this study, the reference date is the

specimen date. Repeat isolations from the same

person and isolations where the patient has recently

been overseas are not included in the count of current

isolations.

Baseline calculation

The baseline used in this paper is derived from the

previous 5 years’ data, smoothed to minimize the
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contribution of outlying data. Smoothing is accom-

plished using the compound smoothing technique

4253H [12], as implemented in the Minitab Statistical

Software, release 9.1 [13].

Smoothing is performed as follows, for each

serovar, phage type and geographic area. First,

isolation counts are grouped by calendar month

and year, resulting in 60 raw data points (5 years¬12

months). These raw data are then smoothed by a

sequence of successive passes in which each point is

replaced by a point that incorporates information

from the neighbouring points in time. The sequence

used calculates successive medians of 4, 2, 5 and 3

neighbouring data points, and finally the Hanning

running average (H), a weighted running average

where the data point for time t, d(t), is replaced

by "

%
d(t®1)"

#
d(t)"

%
d(t1). The data are then

reroughed, or polished, by applying the same sequence

of smoothers (4253H) to the residuals (raw data minus

smoothed values), and adding the smoothed residuals

back to the smoothed data points. The differences

between the smoothed value and the raw value for

each data point are used to compute the standard

deviation. The baseline is calculated by collapsing the

smoothed data points into a yearly cycle, and taking

the median of the five different smoothed values for

each calendar month. Examination of several different

baselines calculated using this method confirmed that

the baseline retained seasonal changes and was an

improvement over the method used in the prototype

(data not shown).

A value is calculated for each month, for every

combination of serovar, phage type and geographic

area. Baseline values and standard deviations are

recalculated annually and stored in a look-up table for

fast retrieval during outbreak surveillance. This is

sufficiently frequent to keep up with shifting trends,

and at the same time sufficiently infrequent to

minimize computation time. With " 700 known

Salmonella species in Australia, the look-up table is

potentially very large, but considerable space is saved

by storing only the non-zero values in this sparse

distribution.

Outbreak detection

To detect outbreaks, current isolations over the

nominated time period are grouped, and the counts

for each week are compared to a warning threshold.

The warning threshold is calculated at outbreak

detection time, and has a statistical component and a

heuristic component. The statistical component is

calculated by taking the baseline value for the serovar,

region and month in question, adding a multiple of

the standard deviation, and adjusting this monthly

cut-off to a weekly value. A heuristic component is an

empirically derived value that allows us to filter out

weeks where the isolations are too few to be worth

following up, even though they might pass the

statistical threshold. It is a fixed low number,

indicating the largest number of occurrences in 1 week

that will not appear in the report. Whenever the count

of current isolations is greater than the statistical

component and greater than the heuristic cut-off, it is

flagged and appears in the generated report. For

computational efficiency, the heuristic threshold is

tested first.

Evaluation

The data presented in this paper were obtained by

running the automated system over the data for all of

Australia during 1993–5, one year at a time. Warning

thresholds were calculated as

Baseline2±0¬Standard Deviation,

and the heuristic cut-off factor was 2. These values

were determined from pilot studies where both factors

were varied.

‘Sensitivity ’ and ‘positive predictive value’ are as

described in the CDC Guidelines for evaluating

surveillance systems [14]. ‘Sensitivity ’ is defined as:

‘relevant events noted}total relevant events ’, and is

measured in terms of clusters salmonella retrieved.

For these purposes, a cluster is defined as an

unbounded number of contiguous weeks in which

incidence of the strain in question is higher than the

warning threshold, and also encompasses isolated

weeks of high incidence at the start and end of a

cluster, providing there are no more than 2 intervening

weeks of normal or below-normal incidence between

the main part of the cluster and the isolated week.

The ‘positive predictive value’ is defined as:

‘relevant events noted}total events noted’ and is

measured in terms of rows in the report generated by

the system.

Relevance for both measures was determined by the

judgement of two epidemiologists as follows. Data for

the test year and the 5 previous years was ap-

propriately grouped and sorted, and the epidemio-
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logists were asked to score clusters in the test year that

were sufficiently suspicious that further investigation

would be desirable. These clusters were scored as

relevant events, or ‘potential outbreaks’, regardless of

whether evidence of epidemiological linkage was

available.

Comparison data for assessing the ‘ informal ’

method came from the book of ‘Suspected Outbreaks’

kept by the NEPSS during the years 1993–5.

RESULTS

Surveillance report

The output from a typical SPOT report for a single

state is shown in Table 1. This report shows all strains

of salmonella for which the number of occurrences

was above the warning threshold for this state during

the 8-week period between 21 April and 15 June 1996.

The nine rows in the report are grouped into five

clusters. Clusters containing more than one row, such

as those for S. Aberdeen and S. Mbandaka are highly

suspicious as potential outbreaks and would be

investigated further. In contrast, isolated clusters such

as those for S. Birkenhead, S. Muenchen and S.

Virchow might or might not be followed up by the

epidemiologist, depending on a variety of factors. The

SPOT application supports initial screening of these

factors, by displaying postcode and patient name

information for any row, on demand.

Sensitivity

Sensitivity is a measure of how well the system finds

relevant events. Sensitivity obtained with the auto-

mated system over the 3-year period of this study is

shown in Table 2, along with comparison values for

sensitivity using the informal system. In both cases,

the relevance standard is the retrospective evaluation

of an epidemiologist.

As seen in Table 2, sensitivity is consistently higher

than 90% when the automated system, SPOT v2.0, is

used. This is considerably higher than the rate of

detection of the informal method (59–69%).

Of particular interest are two large peaks detected

by the automated system but not by the informal

system. In one state there were " 100 isolations of S.

Virchow over a 3-month period (Fig. 1a), with 30 in

1 week. In another state there were 45 isolations of S.

Typhimurium, phage type 44 (PT 44) over a 3-month

Table 1. Typical SPOT report for a single state,

covering 8 weeks

Organism Week

Occurrences}
week

Expected

occurrences

S. Aberdeen 13}05}96 4 1±15

S. Aberdeen 20}05}96 4 1±15

S. Birkenhead 27}05}96 3 1±51

S. Mbandaka 22}04}96 3 0±00

S. Mbandaka 06}05}96 4 0±00

S. Mbandaka 20}05}96 4 0±00

S. Mbandaka 27}05}96 3 0±00

S. Muenchen 13}05}96 3 0±82

S. Virchow 20}05}96 11 5±79

Table 2. Sensitivity for SPOT v2.0 and informal

system

Informal system SPOT v2.0

Total

potential Sensitivity Sensitivity

outbreaks Detected (%) Detected (%)

1993 32 19 59 30 94

1994 57 39 68 52 91

1995 45 31 69 42 93
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Fig. 1. Increased incidence of two serovars detected by the

automated system but not by the informal system. Isolation

counts for (a) S. Virchow and (b) S. Typhimurium PT 44

during 1993–4 are shown (solid line). A more characteristic

year, 1994–5, is shown for comparison (dashed line).



107Automated outbreak detection

Table 3. Positive predictive value for SPOT v2.0

Rows Positive

predictive

Retrieved Relevant value (%)

1993 210 133 63

1994 260 137 53

1995 285 165 58

period, with the majority of these occurring in two

adjacent suburbs over a 4-week period (Fig. 1b). The

subsequent, more typical, year’s data are shown for

comparison (Fig. 1, dotted lines). Both these

Salmonella species are common in the regions shown,

and exhibit different characteristic distribution

patterns : S. Virchow exhibits a characteristic summer

increase each year, while isolations of S. Typhimurium

PT 44 are typically spread more evenly through the

year.

Positive predictive value

‘Positive predictive value’ is a measure of how well

the system filters out extraneous material from the

relevant events, and indicates the probable usefulness

of a given surveillance report. The positive predictive

values of the reports obtained using SPOT v2.0 in this

study are shown in Table 3. As with sensitivity, the

relevance standard is the retrospective evaluation of

an epidemiologist.

As seen in Table 3, the positive predictive value of

these reports is in the range of 53–63%. Most of the

extraneous rows (false positives) are isolated rows, i.e.

single weeks of elevated incidence with no elevated

incidence in the weeks immediately preceding or

following. As seen in Table 1, isolated weeks are easily

differentiated from clusters by inspection.

Because the majority of false positives in a report

are isolated rows, we hypothesized that the positive

predictive value could be improved by excluding

isolated rows. We experimented with adding a filter to

exclude isolated rows from the SPOT report. This step

improved the positive predictive value to 68, 74 and

68% for 1993, 1994 and 1995, respectively.

Unfortunately, the filter also distorted the pattern of

clusters. Some outbreaks are foreshadowed by an

isolated week of increased incidence, and isolated

weeks of high incidence may also occur at the tail end

of an outbreak. In practice, the improvement in

positive predictive value did not add significantly to

the usefulness of the system, so the filter was not

incorporated into SPOT v2.0.

In another experiment we set the heuristic cut-off

used in calculating the warning threshold to 1. This

resulted in increasing the sensitivity to almost 100%,

relative to the epidemiologists’ assessment, but the

positive predictive value dropped to ! 20%. This

level of extraneous material in the reports decreased

their usefulness, so the heuristic cut-off was set to 2.

DISCUSSION

Surveillance is pivotal in the field of epidemiology,

and early warning systems are a means whereby

surveillance data can be translated into timely public

health measures. We have developed an automated

early warning system for routine surveillance and

detection of outbreaks of infectious disease. As a first

step, we have concentrated on gastroenteritis due to

Salmonella enterica. The system design is general and

can be extended to other organisms and other diseases

where reasonably complete data are available.

There are certain requirements that an automated

early warning system must satisfy if it is to be useful.

In the case of salmonella, the model has to ac-

commodate the large number of different strains of

salmonella, each with its own characteristic pattern of

geographic and seasonal occurrence. While individual

modelling has been used with apparent success on a

limited scale [15], this is not feasible for the " 700

different salmonella serovars in Australia and the

large number of different distribution patterns. The

seasonally fluctuating baseline rules out the use of the

scan statistic [16], which has been used with success to

detect clusters of trisomy but relies on a flat baseline

[11, 17].

Another requirement for the model is robustness to

aberrations in the data, since epidemiological data-

bases invariably contain abnormal clusters in past

data. In the case of food-borne illness, the abnormal

clusters are often due to outbreaks in previous years,

which may or may not have been recognized. Stroup

and colleagues compare various statistical methods

and note that a classical parametric method based on

the mean of past data is not robust to aberrations [11].

The use of medians and a compound smoothing

technique make our system more robust in the

presence of outlying data.

Statistically-based methods can sometimes over-

come the problem of robustness, but because the
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distribution of many salmonella serotypes is sparse

over the geographic ranges of interest, many statistical

methods are not appropriate to this application. A

few methods have worked well for sparse data,

notably the bootstrap method of stroup and

colleagues [11], and the time series method of Watier

and colleagues [15], but both are computationally

intensive.

Computational efficiency is another requirement if

a system is to be used regularly. Our combination of

heuristics with a statistical method is computationally

efficient. We have achieved additional improvement in

real-time performance by separating the time-con-

suming baseline calculation from the surveillance,

using a look-up table at surveillance time rather than

calculating baselines on the spot. Consequently, real-

time performance of our system takes only a few

minutes and can therefore be done at any time.

Because the actual surveillance is so fast, surveillance

checks can be, and often are, run repeatedly as more

data become available. Given that the reference date

is the specimen date, repeat runs give increasingly

accurate views of the pattern of incidence over the time

period of interest, as more reports are received.

The real test of any surveillance system is how well

it picks up outbreaks. We have previously reported

informal observations of the effectiveness of an earlier

version of the system, SPOT v1.0 [7] and made similar

observations for the current version, SPOT v2.0.

Striking examples of peaks that were first detected

with the automated system are those of S. Virchow

and S. Typhimurium, phage type 44, shown in Figure

1. Both these salmonella strains are relatively common

in the respective regions, and the patterns of isolation

suggest a single source outbreak on top of the normal

background. Even these large excesses were not

detected by the informal system over the noisy,

fluctuating baseline. In the case of S. Virchow this

might be considered surprising, since the peak is quite

obvious in Figure 1. It must be remembered, however,

that notifications arrive at different times after

isolation and are processed by different staff. Under

these conditions, isolations of serovars that are

common in a geographic region do not necessarily

raise the index of suspicion. Without a ready means of

grouping and screening the data, even peaks that are

obvious in retrospective analysis are easily missed at

the critical time. As we had earlier hypothesized, the

automated system outperformed the informal system

in detecting abnormal clusters of common organisms.

While the informal evaluation gave us a sense that

the automated system was useful, we sought a more

formal way to quantitate the effectiveness of our

system. We needed to choose a standard against

which to evaluate our system. The goal of an early

warning system is to warn of clusters in the available

data that have a reasonable likelihood of indicating an

outbreak. Because surveillance data are both in-

complete and noisy, there may be outbreak associated

data that are sparsely recorded in the database (e.g. an

under-reported outbreak) and there may be suspicious

looking clusters that are not really outbreaks (e.g.

coincidence). An automated system is only as good as

its input data. Therefore, rather than attempt to

measure the system against ‘ true outbreaks’, which

are never known with any reliability anyway, we

measured our system against epidemiologists’ in-

dependent views of what their ideal warning system

would flag as ‘potential outbreaks’ from the existing

data. Because this standard relies on human judge-

ment, the measurements are not absolute. None-

theless, the epidemiologists’ expert opinion provides a

reasonable approximation to what is wanted. This

kind of standard has been used with success in the

discipline of information retrieval, where human

judgement has been used as the standard for relevance

of documents retrieved in response to database queries

[18].

We have measured the sensitivity of our system and

the positive predictive value of reports. These

measures are recommended by the CDC for use in

evaluating surveillance systems [14]. They are also

widely used in the discipline of information retrieval,

where the term ‘recall ’ is equivalent to sensitivity and

the term ‘precision’ is equivalent to positive predictive

value. We know from the information retrieval

literature that it is not generally possible to maximize

both sensitivity (recall) and positive predictive value

(precision) at the same time [18]. Each application

must find the appropriate balance between these

measures for its domain. Because an early warning

system deals with human disease, we have set a higher

priority on sensitivity than on positive predictive

value, i.e. we were prepared to tolerate some level of

extraneous data in our warning report, provided that

we picked up most of the potential problems. These

priorities influenced our choice of method and

parameters.

With the method and parameters we describe here,

we have achieved consistently " 90% sensitivity, with

C 50% positive predictive value over 3 years. It is

difficult to compare our system with the few other
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systems available [8–11], because quantitative

measures of effectiveness are often not reported. A

system developed at the Communicable Disease

Surveillance Centre, UK, had positive predictive value

estimated at 40% [8]. In a recently reported system

based on the quality control measure cumulative sum

statistic, detection of salmonella outbreaks ranged

between 0 and 100% for different states, with an

overall specificity of 76–82% [9]. Our system com-

pares favourably with these.

In practice, we have found " 90% sensitivity, with

C 50% positive predictive value a useful working

range. The lower value for positive predictive value

means that several rows in a SPOT report do not

represent potential outbreaks. This does not actually

translate into excessive unwarranted investigations,

however, since the majority of the extraneous rows are

isolated weeks, immediately obvious to the viewer.

From a retrospective point of view, the sensitivity is

close to the maximum of what can be expected from

the available data. Eight clusters, or ‘potential

outbreaks’, were not detected by SPOT in our study

over 3 years, out of a total of 154 ‘potential outbreaks’

nominated by the epidemiologists as worthy of

investigation during this period. Of the 8 not detected,

6 were self-limited outbreaks of such small magnitude

and such short duration that their early detection

would have had no impact from the public health

point of view, and the remaining two were due to

aberrations in data entry. Real-time sensitivity would

probably be somewhat lower than reported here, due

to delays in processing specimens.

By using quantitative measurement, we have been

able to confirm our previously reported informal

observation that the introduction of the automated

early warning system improved the rate of detection

of outbreaks. While our measurements are not

absolute, they give us a reasonable idea of how well

our system performs. We suggest that more wide-

spread use of standard measurements for surveillance

systems will provide a useful means for comparing the

effectiveness of different systems on different data-

bases, and will do much to inform the choice of

methods used in future applications. With more

information available, these systems can continue to

improve, and to deliver some of their potential in the

area of public health.
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