Fast reconstruction of digital tomosynthesis using on-board images
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Digital tomosynthesis (DTS) is a method to reconstruct pseudo three-dimensional (3D) volume
images from two-dimensional x-ray projections acquired over limited scan angles. Compared with
cone-beam computed tomography, which is frequently used for 3D image guided radiation therapy,
DTS requires less imaging time and dose. Successful implementation of DTS for fast target local-
ization requires the reconstruction process to be accomplished within tight clinical time constraints
(usually within 2 min). To achieve this goal, substantial improvement of reconstruction efficiency is
necessary. In this study, a reconstruction process based upon the algorithm proposed by Feldkamp,
Davis, and Kress was implemented on graphics hardware for the purpose of acceleration. The
performance of the novel reconstruction implementation was tested for phantom and real patient
cases. The efficiency of DTS reconstruction was improved by a factor of 13 on average, without
compromising image quality. With acceleration of the reconstruction algorithm, the whole DTS
generation process including data preprocessing, reconstruction, and DICOM conversion is accom-
plished within 1.5 min, which ultimately meets clinical requirement for on-line target
localization. © 2008 American Association of Physicists in Medicine. [DOI: 10.1118/1.2896077]
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I. INTRODUCTION

With the introduction of the on-board imager (OBI), it is
possible to monitor the position of planning targets for daily
treatment verification based on three-dimensional (3D) cone-
beam computed tomography (CBCT) image data.' To recon-
struct a set of CBCT images, it typically requires approxi-
mate 700 projection images to be acquired over a full gantry
rotation covering 0°-360°. The acquisition time for one
CBCT imaging session takes about 1 min, and the absorb
dose of such acquisition on patient skin was around 3-6
(:Gy.zf4 If the patient imaging is performed on a daily basis,
the accumulated imaging time and dose over multiple frac-
tions is considerable. Thus, patients may benefit if 3D im-
ages can be reconstructed from projections acquired in a lim-
ited scan angle (<60°) without substantial loss of key
anatomical information.

In clinical practice, a small region of interest surrounding
the treatment site or fiducial markers is often used for image
registration. It might be feasible to only reconstruct the 3D
image around treatment isocenter with fewer projections. Re-
cently, a technique with such potential, digital tomosynthesis,
was investigated by our group for clinical target localization
purposes.sf7 This technique reconstructs partial/pseudo-3D
images from projections acquired over a limited scan angle,
typically 40°—-60°. The reconstructed images present high
spatial resolution of anatomical structures in any plane
whose orientation is perpendicular to the middle of the digi-
tal tomosynthesis (DTS) scan angle. As a trade-off, anatomi-
cal structures located outside of the focal plane are gradually
blurred as distance increases due to missing information that
results from the use of a limited scan angle.8 Due to the
limited scan angle of DTS, and the resulting sacrifice of 3D
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resolution, patient imaging time and dose can be greatly
shortened by a factor of 3—6. The rapid acquisition of DTS
is particularly beneficial for the imaging of targets affected
by organ motion, as it reduces the chance that target motion
will occur during image guidance.

Currently, there is no commercial system or hardware
available for DTS reconstruction for image guided radiation
therapy. The conventional software-based reconstruction
techniques are far too time consuming for clinical use. The
current application implemented on a conventional central
processing unit (CPU) usually takes about 10—~15 min to re-
construct a set of DTS consisting of 200 slices from projec-
tion images using the popular Feldkamp, Davis, and Kress
(FDK) algorithm.>® Considering that an additional 30-60
min is needed to reconstruct digitally reconstructed radio-
graphs (DRRs) from a planning CT, for use in generating a
reference DTS set, the total time required to generate a set of
reference DTS from DRRs would be 40-75 min. In our pre-
vious study, DRR reconstruction was implemented on com-
mon graphics hardware, and the reconstruction performance
was improved by a factor of 67. Thus, a set of DRR images
can be reconstructed within 1 min.’ However, DTS recon-
struction is still hampered by low reconstruction efficiency
since 10—15 min is considered unacceptable for on-line use.

Commercial tomography reconstruction systems built on
customized hardware have demonstrated the capacity to
quickly reconstruct 3D images for on-line clinical applica-
tions. However, this type of customized hardware is rela-
tively expensive for research purposes. In addition, the hard-
ware is usually designed using a fixed architecture for a
given application and orients only to those professional users
in hardware design and development. Such hardware does
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not have the flexibility to be adjusted to meet specific re-
quirements of custom applications. Recently, high-end per-
sonal computer graphics boards emerged to meet the fast-
growing demands of the computer game industry. Modern
graphics processing units (GPUs) are very efficient at ma-
nipulating and displaying computer graphics, and their
highly parallel structure makes them more effective than
general-purpose CPUs for a range of complex algorithms.
Previous studies were conducted on accelerating reconstruc-
tion of CT and CBCT on general purpose GPU, showing that
significant acceleration can be achieved without compromis-
ing image quality.g’10

A variety of reconstruction algorithms have been devel-
oped for reconstructing DTS images from limited scan
angles.“_17 Among them, the filtered backprojection algo-
rithm, especially the one proposed by Feldkamp, Davis, and
Kress, is almost universally practiced and is perhaps the
most efficient for DTS reconstruction due to its
simplicity.lg’19 The major operation of backprojection con-
sists of millions of pixel/voxel interpolations which are
highly time consuming. It is ideal to implement them on
graphics hardware which is more efficient for volume ren-
dering. In this study a DTS reconstruction based on the FDK
algorithm was implemented on graphics hardware. DTS im-
ages were reconstructed using the acceleration algorithm and
compared with those reconstructed using the software ver-
sion of this algorithm. The reconstruction program was writ-
ten in graphics industry standard library—OpenGL. The per-
formance of this acceleration method was evaluated using a
chest phantom and real patient data.

Il. MATERIALS AND METHODS
Il.A. Graphics hardware fundamentals

The processing pipeline of a GPU consists of three steps
as illustrated in Fig. 1. (1) Geometry processing: a 3D model
initially defined by a set of vertices is decomposed into sev-
eral geometrical primitives, such as planar polygons. (2)
Rasterization: these geometrical primitives are converted to a
two-dimensional (2D) array of fragments. (3) Per-fragment
operations: a series of operations in simulating special effects
such as light and texture are performed on these fragments,
and the final fragments after these processes are drawn on a
frame buffer for display.7’20’21 To provide a convenient way
of programming on graphics hardware, an application pro-
gramming interface (API) is needed to act as an interface
between the high-level programming language and the spe-
cific device driver for the identified hardware. In this study,
OpenGL was selected which is the most widely used API in
the graphics industry.zz’23
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FiG. 2. Digital tomosynthesis acquisition and reconstruction geometry.

I.B. Principle of DTS reconstruction based on the
FDK algorithm

The term tomosynthesis commonly refers to the genera-
tion of a set of slice images from the summation of a set of
shifted projection images acquired at different tube
orientations.” It is similar to 3D computed tomography algo-
rithms which reconstruct volumetric slices from projection
images but uses limited scan angles. The geometry param-
eters for DTS reconstruction based on the FDK algorithm are
illustrated in Fig. 2, and the corresponding reconstruction
formulation is as follows:’

= [ L J * d
H2y)= —_———
PR ) g =P ) v

d-

where f(x,z/y) is the reconstructed plane (x,z) through a
given depth y, 3 refers to the scan angle and is confined to a
limited range |Bax— Bmin| < 27, d is the source-to-isocenter
distance, s=—x sin S+y cos B is the distance of a voxel from
the detector plane, p and { are the detector axes perpendicu-
lar and parallel to the axis of rotation, respectively, P(-) is the
projection data, and H(-) denotes a one dimensional ramp

filler with a Hamming window, applied along
p, with t=—x cos B+y sin B. Concisely, Eq. (1) can be ex-
pressed as follows:**

V=2 BIH(Pp], (2)

BES

where H is the filtering operator corresponding to the inner
integral in Eq. (1), B is the backprojection operator corre-
sponding to the outer integral in Eq. (1), V is the recon-
structed volume, S is the number of projections in the set,
and Pg is the projection image taken at scan angle 8. The
filtering operator F can be quickly accomplished by fast Fou-
rier transform, but backprojection operation is the most time
consuming if it runs on a general purpose CPU. It should
note that the reconstruction algorithm described here is just
plain filtered backprojection, technically not the FDK algo-
rithm. The FDK algorithm includes fan-beam and cone-beam
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weights for the projection data. In our implementation, the
cone-beam weights were turned off as it did not seem to
improve the reconstructions noticeably.

II.C. Hardware implementation of the FDK algorithm

To implement the backprojection operation using a GPU,
the 2D projection image acquired on detector plane is to be
projected back to the 3D volume located at isocenter along
the cone beam rays. This is the reverse process of projection
in forward direction. The backprojecting process using tex-
ture mapping of graphics hardware is illustrated in Fig. 3,
where the 2D projection image is stored in a texture of GPU
memory and associated with the volume slice by the prede-
termined transforms. Texture is simply a rectangular array of
data such as gray values. The individual value of a texture
array is often called texel. The volume slice is first drawn at
the location in user coordinate system as indicated by the dot
line parallel to the x axis. Then, it is converted to geometrical
primitives via geometric processing, then these primitives
are rasterized to 2D fragments. To correctly backproject a
texture (projection image) onto a volume slice along a ray
direction, a technique called projective texture mapping was
employed, as described by Segal et al.” This procedure is
analogous to the process of slide projection, in which the
texture image is a slide that is projected with a cone-beam
“light” source onto a slide screen (the volume slice), and
finally the projected slide is photographed by a parallel-beam
camera as the image viewed from the frame buffer in the
orthogonal projection, as shown in Fig. 3. Prior to the opera-
tion applied to fragments, the texture image is converted to a
projective texture image via a precalculated transform. Dur-
ing the per-fragment operation, the projective texture is
mapped onto these fragments as a solid line, indicated by the
arrow in Fig. 3. Finally, the texture-mapped fragments are
drawn on the frame buffer. This backprojection process is
repeated for all projections. The image previously drawn on
the frame buffer is blended with the new one until all pro-
jections are accumulated on the frame buffer to form the final
DTS image. This image can be readout from the frame buffer
and saved to a file. To generate the next DTS slice, the cur-
rent content of the frame buffer is cleared, and the same
process is repeated but with a different DTS slice depth.

II.D. Virtual extension of texture memory
precision

Due to the limitation of texture precision (8 bits/texel) on
our GPU memory, the original projection data must be down-
sampled from 16 to 8 bits for storage. It is problematic since
this processing may cause loss of image detail. To resolve
this issue, a scheme which virtually extends the precision of
texture memory was adopted, similar to the one we reported
previously for the acceleration of DRR reconstruction.’ Un-
like the previous application, the projection images, rather
than the CT images, are stored in the texture memory. With
this extension strategy, a DTS image with a depth of 16
bits/pixel can be generated from projection images with a
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FiG. 3. Illustration of reconstructing DTS from OBI projection using a pro-
jective texture mapping technique.

depth of 12 bits/texel (even higher depending on the appli-
cation requirement) without any loss of image detail.

I.LE. Image analysis

The difference image was calculated between the DTS
image reconstructed based on software and hardware meth-
ods to check whether there are visible residual anatomical
structures existing. The correlation between the two tech-
niques was quantified by correlation coefficient. The correla-
tion coefficient between two images with the same size was
calculated by using MATLAB function—CORR?2 (The Math-
Works, Inc., Natick, MA). The two reconstruction implemen-
tations were also compared using a contrast-to-noise ratio
(CNR) figure of merit, computed in two homogenous regions
of interest (ROIS) in the reconstructed images. The formula
is

MEAN(A) - MEAN(B)

CNR = VEAN(B) X STDEV(B)’ ®)

where A and B represent the regions of interest labeled in a
single image. The relative difference between CNRs of two
DTS images are then calculated as follows:

CNRp;, o, — CNRp, 1,
(CNRFigA a™t CNRFig. b)/2

CNRp;f; = X 100%. (4)

Il.F. Clinical test

To test the hardware DTS reconstruction method, we in-
stalled the system in a real clinical environment and evalu-
ated DTS registration for five patients undergoing spinal ra-
diosurgery. Each patient was aligned for treatment using on-
board cone-beam CT image data. As the projection images
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FIG. 4. Central slices of DTS reconstructed in AP view using the software (a) and the hardware (b) methods for a phantom (chest case). (c) and (d) are central

profiles for (a) and (b), respectively.

for the cone-beam CT were acquired by the on-board imag-
ing system, they were immediately transferred to the DTS
workstation where the hardware-based reconstruction pro-
gram was installed. There, the projection images were first
decompressed and saved in a specific format required by the
reconstruction program. Then, DTS slices were reconstructed
by the program and converted to DICOM format. Prior to the
on-board imaging session, the set of reference DTS images
was calculated from a planning CT. Both sets of on-board
DTS and reference DTS were loaded into the registration
software, in which the offset of the planning target was iden-
tified by physician using the DTS image data. Simulta-
neously, the offset of the planning target was identified by
another physician using CBCT and CT image data. Finally,
the difference between the two offsets was evaluated.

lll. RESULTS

In this study, all programs were written using the widely
adopted OpenGL API and can be easily implemented on a
personal computer equipped with general purpose graphics
hardware. Phantom and patient projection data were acquired
with full rotation of gantry (covering scan angles 0°—-360°
with 0.54° intervals) using an OBI system (Varian Medical
Systems, Inc., Palo Alto, CA) yielding a set of 670 cone-
beam projections with image size 1024 X 768. These projec-
tions were subsequently downsampled to 512 X 384. Subsets
of the projections over limited scan angles (60 deg) were
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used for reconstructing sets of DTS image consisting of 63,
127, 255, 383, and 511 slices. The projection image with 16
bits precision was compressed to 12 bits to alleviate the limi-
tation of GPU memory size. Due to processing of the virtual
memory extension, there is minor round-off error introduced
during bit partition and reassembly, which may cause the
value range of resulting DTS images using the acceleration
algorithm to slightly differ from that of DTS images gener-
ated based on conventional software algorithm.

In the first test, a DTS image was reconstructed based on
on-board projection images acquired from a chest phantom.
Figures 4(a) and 4(b) show the central slices (i.e., isocentric
plane) of the DTS reconstructed in the coronal view using
the software and hardware methods from a phantom (chest
case). The corresponding central profiles are shown in Figs.
4(c) and 4(d). The central slices for sagittal views are shown
in Figs. 5(a) and 5(b) for both methods, and their corre-
sponding central profiles are shown in Figs. 5(c) and 5(d).
The mean values * standard deviations of their difference
images shown in Figs. 4 and 5 are equal to zero. The corre-
lation coefficients are both 100% between DTS images in
two sets as shown in Figs. 4 and 5. In the second test, a set of
DTS images was reconstructed based on on-board projection
images acquired from a patient undergoing head-and-neck
radiation therapy. Figures 6(a) and 6(b) show the central
slices (i.e., isocentric plane) of the DTS images reconstructed
in the coronal view using the software and hardware meth-
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FIG. 5. Central slices of DTS reconstructed in lateral view using the software (a) and the hardware (b) methods for a phantom (chest case). (c) and (d) are

central profiles for (a) and (b), respectively.
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FIG. 6. Central slices of DTS reconstructed in AP view using the software (a) and the hardware (b) methods for a real patient (head and neck case). (c) and

(d) are central profiles for (a) and (b), respectively.
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FiG. 7. Central slices of DTS reconstructed in lateral view using the software (a) and the hardware (b) methods for a real patient (head and neck case). (c) and

(d) are central profiles for (a) and (b), respectively.

ods. The corresponding central profiles (as indicated by the
white line) are shown in Figs. 6(c) and 6(d). The central
slices for the sagittal views are shown in Figs. 7(a) and 7(b)
for both methods, and their central profiles are shown in
Figs. 7(c) and 7(d). The difference between the two DTS
images in Figs. 6 and 7 show that there is no residual ana-
tomical detail. The mean values * standard deviations of the
difference images are equal to zero. The correlation coeffi-
cients are 100% between the two DTS images in two sets as
shown in Figs. 6 and 7. Two ROIs as shown in Figs. 4-7
with the same size and location were selected. The CNRs for
those subimages were calculated based on Eq. (3), and the
relative CNR difference between two images in a figure was
calculated based on Eq. (4) and all results were shown in
Table I.

The time efficiency of software and hardware reconstruc-
tions with respect to the different number of projection im-
ages used and volume slices reconstructed are comparatively
summarized in Table II. As the number of volume slices
increases, the gap between reconstruction times provided by
both methods is enlarged. For example, generating a set of
DTS images with 500 slices based on 200 projection images,
the time required using the software method is 33 min while
the time is only 2.5 min when using the hardware method. It
also shows that the increase of reconstruction time is linearly
correlated with the increase of the number of DTS slices or
on-board projection images. On average, the time cost for
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reconstructing a single slice of DTS from 200 projection
images is 19.5 ms using the software method and 1.5 ms
using the hardware method. Compared with the reconstruc-
tion performance of the software method, the hardware
method accelerated DTS reconstruction by a factor of 13.
For clinical use, a set of DTS images consisting of 255 slices
is generally enough for target localization purposes. This re-
construction can be accomplished within 40 s using the cur-
rent hardware method. In the clinical test, the offsets identi-
fied by DTS-based and CBCT-based image registration
procedures were compared and good consistency between
them was achieved. The maximal discrepancy across all five

TaBLE I. The comparison of contrast-to-noise ratio (CNR) between DTS
images reconstructed by hardware and software methods.

CNR
Figure No. (a) software method (b) hardware method
4 0.087 0.079
5 0.095 0.086
Relative Difference
(Fig. 4 and Fig. 5) 9.8% 9.9%
6 0.339 0.324
7 0.041 0.044
Relative Difference
(Fig. 6 and Fig. 7) 4.5% 71%
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TaBLE II. The comparison of time spent on DTS reconstruction by hardware and software methods. N;: The number of DTS slices reconstructed. N,: The
number of projection images required for DTS reconstruction. 7: The time usage of software method. 75: The time usage of hardware method.

Time (minutes)

N, N,=63 N,=127 N,=255 N,=511

T T, T, T, T T, T T, T, T,
40 0.85 0.07 1.83 0.13 3.17 0.25 5.18 0.40 6.83 0.52
80 1.63 0.12 3.33 0.25 6.18 0.48 10.12 0.77 13.30 0.97
120 2.45 0.22 5.5 0.37 9.28 0.67 15.02 1.13 19.80 1.50
160 3.30 0.27 7.00 0.48 12.40 0.97 20.18 1.52 26.50 1.98
200 4.13 0.35 8.73 0.63 15.17 1.15 24.98 1.97 33.15 252

patients was less than 1 mm. The whole procedure including
preprocessing, image reconstruction, and DICOM conver-
sion takes approximately 1.5-2.0 min to complete, and it is
reasonable to expect that this will meet the time constraint
required for on-line target verification.

IV. DISCUSSION

The feasibility of applying new generation graphics hard-
ware for accelerating DTS reconstruction was investigated in
this study. Compared with the conventional software based
reconstruction method, the hardware-based method demon-
strates a substantial improvement in reconstruction efficiency
without sacrificing image quality. The visibility of anatomic
structures in ten head and neck cases were conducted by
several physicians, there is no major difference found be-
tween the DTS images reconstructed using the hardware
method and the software methods based on compressed pro-
jection images (12 bits/pixel). Based on the mean values and
correlation coefficients calculated between two sets of im-
ages shown in Figs. 4-7, it shows that the DTS images re-
constructed by hardware and software methods are almost
identical. The investigation on CNR of DTS images revealed
that the contrast between selected regions of interest in both
sets of images is similar. The relative difference is less than
10%. Therefore, the image quality of the hardware-based
FDK algorithm is comparable to those of DTS images gen-
erated based on the software-based method and should be
acceptable for clinical use. The current reconstruction time
for producing a set of DTS images consisting of 200 slices is
less than 1.0 min, which meets the clinical time constraint
required for target localization.

To alleviate the issue of limited resolution of GPU
memory, such as texture memory and frame buffer, an exten-
sion scheme was adopted which virtually extends the bit
depth of GPU memory from 8 to 12 bits. For treatment veri-
fication purposes, the DTS image bit depth based on projec-
tion images in 12-bit precision is adequate. It is still possible
to further extend the resolution of GPU memory if more
precise DTS images are required. It should be noted that
there is an extra time cost for reading out images from the
frame buffer as it is full. If more precise projection texture is
required, more bits of color channels of a texel will need to
be used for storing pixel values, and less projection textures
will be allowed to accumulate on the frame buffer at one
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time. As a consequence, more frame buffer readout opera-
tions will be needed to temporarily save the intermediate
image from the frame buffer to CPU memory. Since the
frame buffer readout operation also takes time, the more pre-
cision is required for the projection texture, the worse the
performance of the reconstruction process will be. With the
current settings employed in this study, one readout was con-
ducted after 16 textures were drawn and accumulated on the
frame buffer to maintain a high-performance reconstruction
process.

V. CONCLUSION

An accelerated FDK algorithm for DTS reconstruction
was implemented on graphics hardware and tested with
phantom and clinical data. The reduction of reconstruction
time was significant compared with the corresponding soft-
ware implementation. A reconstruction task of typical size
for clinical applications was accomplished within 1 min,
demonstrating a 13-fold improvement in efficiency. Though
the reconstruction time was considerably reduced, the vis-
ibility of anatomical structures on DTS was not compro-
mised, and good image quality was maintained. With the
acceleration of DTS reconstruction, time spent on the whole
process of DTS-based target localization including prepro-
cessing, image reconstruction, and registration would be sig-
nificantly shortened, making it potentially feasible for on-
line clinical practice.
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