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Accurate identification of genetic variants from next-generation sequencing (NGS) data is essential for immediate large-
scale genomic endeavors such as the 1000 Genomes Project, and is crucial for further genetic analysis based on the
discoveries. The key challenge in single nucleotide polymorphism (SNP) discovery is to distinguish true individual variants
(occurring at a low frequency) from sequencing errors (often occurring at frequencies orders of magnitude higher).
Therefore, knowledge of the error probabilities of base calls is essential. We have developed Atlas-SNP2, a computational
tool that detects and accounts for systematic sequencing errors caused by context-related variables in a logistic regression
model learned from training data sets. Subsequently, it estimates the posterior error probability for each substitution
through a Bayesian formula that integrates prior knowledge of the overall sequencing error probability and the estimated
SNP rate with the results from the logistic regression model for the given substitutions. The estimated posterior SNP
probability can be used to distinguish true SNPs from sequencing errors. Validation results show that Atlas-SNP2 achieves
a false-positive rate of lower than 10%, with an ~5% or lower false-negative rate.

[Supplemental material is available online at http://www.genome.org. Atlas-SNP2 and its documentation are available for
download at http://www.hgsc.bcm.tmc.edu/cascade-tech-software-ti.hgsc.]

In recent years, next-generation sequencing (NGS) technologies

have propelled the rapid progress of genomics studies (Hillier et al.

2008; Srivatsan et al. 2008). Continuous improvement in NGS

technologies are increasing the throughput while lowering costs,

thus enabling ultra-large-scale sequencing efforts (Margulies et al.

2005; Shendure and Ji 2008). For example, the 1000 Genomes

Project is aimed at sequencing more than 1000 human genomes

to characterize the pattern of genetic variants (common and rare)

in unprecedented detail (http://www.1000genomes.org/page.php)

(Kaiser 2008). To realize this objective, it is essential that NGS

technologies detect genomic variations accurately, including sin-

gle nucleotide polymorphisms (SNPs), structural variations caused

by insertions or deletions (indels), copy number variations (CNVs),

and inversions or other rearrangements. However, the short

read length and relatively high error rates present challenges to

variant discovery from raw NGS data. While the error model for

Sanger sequencing was well characterized (Ewing and Green 1998),

systematic errors in NGS are not yet well studied, making it diffi-

cult to distinguish true genetic variations from the sequencing

errors.

Currently, there are several methods available for detecting

SNPs from NGS data, including Pyrobayes (Quinlan et al. 2008),

POLYBAYES (Marth et al. 1999), MAQ (Li et al. 2008), SOAP (Li

et al. 2009), VarScan (Ley et al. 2008; Koboldt et al. 2009), and

other largely heuristic approaches (Wheeler et al. 2008). Pyrobayes-

POLYBAYES recalibrates base-calling of all nucleotide positions

from raw data, and then takes a Bayesian approach that incor-

porates the population polymorphism rates as priors to identify

polymorphic sites. MAQ uses the consensus of the aligned reads to

identify SNPs. While MAQ is able to achieve high sensitivity, it can

result in an expected high false-positive rate due to intrinsic high

probabilities of sequencing errors in NGS data (Li et al. 2008).

VarScan and other available heuristic approaches that apply em-

pirical covariate cutoffs can work well for specific projects, but

become problematic with applications even with slight differences

in underlying data.

In contrast to the efforts mentioned above, we have devised

methods that consider individual platforms’ base-callers, taking

advantage of the overall improvements in the base-calling algo-

rithms. Our approach takes into account systematic errors of base

substitutions on single reads by fitting training data sets using

a logistic regression model that identified read sequence-related

covariates in addition to the base quality scores. It further estimates

the probability of variant alleles through a Bayesian method that

integrates prior estimations of the overall sequencing error rate

and an SNP rate with the results from the logistic regression model.
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Based on the output confidence score, users can tune the strin-

gency of the SNP callings according to their own study designs.

This method is implemented in our freely available software

package, Atlas-SNP2.

Results

Overall workflow design

Atlas-SNP2 detects SNPs in genome resequencing data sets from

different NGS technologies. There are three major steps in the

overall workflow of Atlas-SNP2 (Fig. 1):

1. A preprocessing step, to divide the reference genome into

smaller pieces (ranging from a few hundred kilobases to a few

hundred megabases in size, depending on computational re-

sources available to the user), and to separate NGS reads into

smaller batches (on the order of tens of thousands of reads per

batch) for efficient computational resource management.

2. A mapping step, to align the NGS reads to the reference se-

quence. These steps ensure the mapping accuracy and remove

experimental artifacts such as duplicated reads.

3. An SNP calling step, to detect single-nucleotide mismatches

between the aligned reads and the reference sequence, and to

estimate the posterior probability that the mismatch represents

a true SNP.

Preprocessing and mapping steps

Three main challenges to read mapping were addressed within the

Atlas-SNP2 algorithm: (1) management of the computational re-

sources, given the massive amount of NGS data (on the order of

millions of reads); (2) accuracy of mapping, particularly in the

presence of repeats and confounding factors such as sequencing

errors and true variants; and (3) detection and removal of dupli-

cated reads generated by technical artifacts introduced during the

sequencing process. To reduce the computational requirements, as

a preprocessing step we split the reference sequence into smaller

pieces and divided the NGS reads into a number of batches, each

with fewer reads (Methods). We anchored and aligned the reads

onto the reference sequence using the established programs BLAT

(Kent 2002) and Cross_Match (P Green, 1993; http://www.phrap.

org) (Methods). To reduce the impact of mismapping of repeats, we

discarded reads that had multiple best hits. Currently, all of the

NGS sequencing platforms produce duplicated reads that often

result in false-positive SNP calls (data not shown), because any

amplification infidelity having occurred in early stages becomes

overly represented. We detected and subsequently removed du-

plicated reads (Methods).

SNP calling step

We parsed all single nucleotide mismatches in individual reads

reported by Cross_Match to establish a list of candidate SNP sites

(which constitute our entire quality assessment sample space).

For each candidate site, we evaluated the posterior probability of

being a true SNP using a Bayesian method. It incorporated the error

probabilities of mismatch bases inferred from single reads, and the

depth-coverage information at the candidate site.

Characterization of the sequencing error model of 454 Life
Sciences (Roche) data

It is important to thoroughly understand the systematic se-

quencing errors intrinsic to NGS technologies, which are specific

to different sequencing-by-synthesis chemistries as well as differ-

ent base-calling algorithms. The quality scores from current plat-

form algorithms are often not accurate enough to differentiate true

SNPs from sequencing errors. Nevertheless, significant biases in

the error rates—as a function of the qualities of the interrogated

base and the characteristic sequence

context—are present in NGS data sets

(Brockman et al. 2008; Dohm et al. 2008;

Ossowski et al. 2008). Such biases can be

detected and used to improve the ability

to predict systematic sequencing errors.

We used a logistic regression model

to estimate a classification value Pr(SNP)i

for a given substitution on a single read

i (Fig. 2) (Methods). The model incor-

porated information about the quality

of the ascertained base and aspects of

the neighboring sequence context rele-

vant to systematic sequencing errors.

Because of the earlier availability of mul-

tiple genome sequencing data sets gen-

erated using the 454 platform when we

initiated this study, we first focused on

the 454 platform as the initial model

platform to test our method. Based on

empirical observations, we identified a

priori a set of variables that potentially

affected the probability of a substitution

being a sequencing error (Methods). We

then trained the logistic regression model

on a 454 platform data set of an Escher-

ichia coli strain (K12 MG1655) (Supple-

mental Table S1; details are described in

Figure 1. The overall workflow of the Atlas-SNP2 package. The reference genomic sequence and
reads undergo an initial data processing step, whereby the reference sequence is split into smaller
pieces and the reads into smaller batches. A combined BLAT and Cross_Match analysis was used to
anchor and align reads back to the reference positions. All of the single nucleotide mismatches are
parsed and assessed for their probabilities of being SNPs using the Atlas-SNP2 core statistical methods.
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Methods) collected at Baylor College of Medicine-Human Genome

Sequencing Center (HGSC), and identified a subset of variables

that significantly elevated the probability to predict a sequence

base as a SNP in a single read context (Table 1).

For the 454 Titanium platform, the four most significant

predictors in the logistic regression model were as follows:

1. The quality score of the substitution base call.

2. Whether the base was involved in a ‘‘swap-base’’ event or

a multi-nucleotide polymorphism (MNP) event. A ‘‘swap-base’’

is defined as two adjacent mismatch bases that invert their

nucleotides when compared to the reference sequence (see

Supplemental Fig. S1). These events result from ‘‘loss-of-

synchrony’’ in the sequencing reactions.

3. Whether the ‘‘neighboring quality standard’’ (NQS) passed the

default threshold. To pass, the quality score of the mismatch

base must be greater than 20, and the quality score for every

base in the 5-base flanking sequence on either side must be

greater than 15, which is referred to as ‘‘11-base NQS 20/15

threshold’’ (Altshuler et al. 2000; Brockman et al. 2008).

4. The distance of the base from the 39-end of the read, normalized

against the entire read length (Table 1; Methods, Equation 1).

The significance of the ‘‘11-base NQS 20/15 threshold’’ was con-

sistent with previous studies that empirically showed an increase

in the false-positive rate in windows that fall below this threshold

(Brockman et al. 2008).

Assessment of SNP probability for the variant alleles
with a Bayesian framework

Following the initial error assessment based on single reads, we

integrated the logistic regression results over all reads harboring

the same substitution (i = {1, 2,. . ., n}) that mapped to the same

position j (Fig. 2). Atlas-SNP2 estimated the posterior SNP proba-

bility of the substitution through a Bayesian formula that took into

account prior probabilities of sequencing

errors [prior(error)] and SNPs [prior(SNP)]

among all the identified substitution loci

from the interrogated genome (Methods,

Equation 5).

The SNP predictor for a particular

locus j—Sj—derived from the initial lo-

gistic regression, was used as a likelihood

value for a given substitution site (Meth-

ods, Equation 4). The prior(error) and

prior(SNP) were estimated as the propor-

tion of SNPs and errors out of all the sub-

stitutions (i.e., in the sample space) (Supplemental Table S2;

Methods). The Bayesian framework makes it possible to account

for platform-specific systematic errors, genome-specific charac-

teristics, and the depth-coverage variation among sequencing data

sets. Therefore a more accurate posterior SNP probability estima-

tion can be achieved.

The incorporation of the depth-coverage information is im-

portant (Methods). The classification of errors and SNPs condi-

tional on the coverage of the variant reads (those reads harboring

the substitution base) further improved our ability to make an

accurate prediction. This is based on the rationale that the occur-

rence of errors with high read depth is much rarer than SNPs.

Conditioning on the coverage information enables an extra layer

of flexibility and sensitivity, as the coverage can vary greatly

among different sites in the same study, and across different se-

quencing studies.

Tuning priors and validation with resequencing data
of Staphylococcus aureus

We resequenced the genome of a well-characterized bacterial

strain, Staphylococcus aureus (S. aureus) USA 300_TCH1516, using

454 Titanium chemistry for which a high-quality reference ge-

nome is available (accession no. NC_010079) (Supplemental Table

S1; Methods). Mismatches identified in this process would be

predominantly NGS sequencing errors, as it is extremely rare to

find true mutations in the exact same strain. Additionally, we

mapped the same set of reads onto the reference sequence of

a genetically different strain—S. aureus USA 300_FPR3757 (acces-

sion no. NC_007793) (Supplemental Table S1; Methods). Exclud-

ing the sequencing errors defined above, the remaining mis-

matches constituted SNPs between these two different strains. The

defined ‘‘errors’’ and ‘‘SNPs’’ allowed us to tune and validate the

performance of our method, in particular tuning the prior(SNP|c)

and prior(error|c).

At an average coverage of ;31.63 (Supplemental Table S1;

Methods), ;99% of the reference genomic sequences were covered

at least once, with ;96% of the reads uniquely mapped. We de-

fined a set of 33,802 ‘‘errors’’ and 84 ‘‘SNPs’’ (Supplemental Table

S1).

We applied three sets of prior SNP probability and prior error

probability for the preliminary tuning of the performance of Atlas-

SNP2 (Supplemental Table S2; Methods). The parameters reflected

different estimations of the sequencing error and SNP rates. In

each set of prior parameters, in bins with fewer than three variant

reads at a given locus (i.e., extremely low coverage), the prior SNP

probability was set to be much smaller than prior error probability;

in contrast, in bins with three variant reads or more (i.e., high

coverage), the prior SNP probability was set to be much higher

than prior error probability.

Table 1. Variables obtained from the training exercise that significantly increased the error
probability of a substitution in 454 Titanium reads, and their respective coefficients in the
logistic regression model

Items
Values derived from our

training experiment Z-score
Significance

(P-value)

Intercept a �3.3 �39 <2 3 10�16

Coefficient b1 for raw quality score 0.11 19 <2 3 10�16

Coefficient b2 for swap �3.5 28 <2 3 10�16

Coefficient b3 for NQS 0.26 3 0.001
Coefficient b4 for relative position �0.37 �4 0.0005

Figure 2. An illustration of the mapped reads at positions found with
single base substitutions. (Blue) Reads with the reference alleles (the bases
match those of the reference genomic sequence); (yellow) the variant
alleles (that are the mismatches). With a reasonable average sequencing
coverage, true SNPs are likely to be covered with more variant reads than
false positives caused by sequencing errors.
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In the bins with at least three variant reads, we achieved an

;10% false-positive rate and ;5% false-negative rate by using all

three different sets of prior values (Fig. 3; Methods). Using either

the ‘‘set 1’’ or the ‘‘set 2’’ parameters listed in Methods and Sup-

plemental Table S2, we reached the 10% level of performance by

selecting different cutoffs of the posterior SNP probability. The ‘‘set

1’’ parameters enabled higher resolutions in posterior SNP proba-

bility to differentiate the properties; whereas the ‘‘set 2’’ parameters

compressed most of the data points in the high end of the distri-

bution of posterior SNP probability, and therefore neither the false-

positive rate nor the false-negative rate would be improved by in-

creasing the cutoff until it reached 0.8. This was due to the pre-

dominant effect of the priors when strong assumptions were made.

It became worse when the ‘‘set 3’’ parameters were applied.

Depth-coverage variation was the main factor affecting the

false-positive rate and false-negative rate. In the total 173 false-

positives that our method identified with posterior probability

greater than 0.5, 25% had posterior probability greater than 0.9.

They all had more than two variant reads with high base quality

scores and high read alignment qualities (data not shown), possi-

bly owing to variables that Atlas-SNP2 has not fully modeled.

Meanwhile, when there were fewer than three variant reads per

locus, there was less power to confidently make a variant allele call,

thereby increasing the false-negative rates significantly.

Extension to the Illumina platform, and SNP discovery
performance comparison in both platforms

We applied a similar process of training and validating on an

Illumina data set. The statistically significant predictors in the lo-

gistic model are similar to those in the 454 platform with the ex-

ception of the ‘‘swap-base’’ variable (Supplemental Methods;

Supplemental Table S3).

We compared the SNP discovery performance of Atlas-SNP2

against that of VarScan (Koboldt et al. 2009) and of MAQ (Li et al.

2008) in both the 454 and Illumina platforms. We selected S. aureus

data sets from both sequencing platforms for the validation anal-

ysis. VarScan uses a heuristic decision tree approach that can be

applied to both 454 and Illumina platforms. For the 454 platform,

Atlas-SNP2 had comparable sensitivity with VarScan, while the

specificity was 9% lower than VarScan. The high specificity of

VarScan could be achieved only when the sequencing read cover-

age was sufficiently high (as in the S. aureus 454 data set, with an

average read coverage = 313), because it required a high read

coverage cutoff (the default read coverage cutoff is 10). Atlas-SNP2

showed an advantage of having the higher sensitivity in low-

coverage 454 data sets, which is applicable to most of the se-

quencing projects of large genomes when using the 454 platform.

Moreover, Atlas-SNP2 produces a probability score estimated for

each SNP discovery, which can be beneficial for various down-

stream disease association studies and population genetics studies;

even candidate loci with lower posterior probabilities than the

cutoff provide uncertainty assessment information that can be

used during analysis. Other heuristic decision tree approaches in

general lack such estimations.

For Illumina data, Atlas-SNP2 demonstrated significant im-

provement over both VarScan and MAQ when the read-depth

coverage was high (which is the case for most of the Illumina se-

quencing data sets) (Table 2). Our results indicate that the Atlas-

SNP2 had ;10% higher sensitivity than MAQ and VarScan, while

the similarly high specificity was achieved.

Application to SNP detection in Watson genome
sequencing data

The Watson genome sequence data was the first individual ge-

nome studied using NGS technologies (Wheeler et al. 2008). The

sequencing was carried out using 454 platform at ;7.4-fold diploid

coverage (equivalent to ;3.7-fold haploid coverage), and bases

were initially called with the 454 GS FLX base-caller. We later re-

called bases of the entire data set with the improved version of the

454 Titanium base caller (Leonardo V2008B1), which was consis-

tently used throughout this study.

Using Atlas-SNP2, we mapped the 106.5 million re-called

reads back to the human reference genome sequence (NCBI Build

36), identified ;13 million single-base substitutions, and then

evaluated the posterior SNP probability.

Atlas-SNP2 assessed the SNP probability for 13,498,188 total

identified substitution sites with the ‘‘set 1’’ and ‘‘set 2’’ priors.

Consistent with results from S. aureus reads, the ‘‘set 1’’ priors en-

abled a reasonably high resolution for distinguishing SNPs from

errors (Table 3). We found more than 2.6 million SNPs with pos-

terior probabilities greater than 0.9, when they had more than

three variant reads mapped to the loci. In addition, a large number

Figure 3. The validation results in S. aureus data with at least three
variant reads when three different sets of priors were used for tuning
purposes. We used three sets of priors (Supplemental Table S2) in Equa-
tion 5 for SNP probability assessment. (A) The false-positive rate (FP) and
false-negative rate (FN) can be evaluated using our defined SNPs and
errors (described in Methods). The results indicate that a 10% false-posi-
tive rate and a 5% false-negative rate can be achieved when using either
the ‘‘set 1’’ or the ‘‘set 2’’ parameters, while ‘‘set 1’’ enables a smoother
resolution. (B) The FP/[FP + true-positives (TP)] is plotted against the
posterior SNP probability cutoff for results obtained using ‘‘set 1’’ priors.
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of data points in the bins of 0.4–0.5 reflected the quality and the

coverage of the variant reads: 53,656, 349,151, and 385,393 SNPs

were found in bins with coverage $3, =2, and =1, respectively.

SNPs in the coverage bins with at least three variant reads were

expected to have reasonably high confidence (Table 3), whereas

the SNPs found with only one or two reads became more ambig-

uous. It was indicated by the significant reduction in the per-

centage of loci confirmed when checking against dbSNP—92.6%

versus 49.8%—in these two categories. In practice, users can tune

the desired levels of stringencies by choosing whether to include

the more ambiguous calls.

In summary, we identified about 2.66 million SNPs when

there were more than two variant reads—2.6 million having high

confidence and the rest having intermediate confidence (Table 3,

dark blue and light blue boxes). The relative low sensitivity of

detecting heterozygous SNP was limited by the average depth

of coverage (Table 3). Among the 2.66 million SNPs, when com-

pared to independent Affymetrix 500K Array genotyping results,

we achieved a high genotype concordance rate of 99.2% when

measuring the variant loci including both homozygotes and het-

erozygotes. When the 734,544 lower-quality loci were included

(Table 3, gray boxes), the concordance rate remained at 99.2%.

Discussion
High error rates of NGS technologies present a challenge for the

accurate detection of genetic variants. Here, we devised an ap-

proach that predicts error probabilities of mismatches in single

reads using logistic regression followed by a Bayesian rule to

combine the likelihood estimation from multiple reads mapped to

the same locus with prior SNP probabilities. In this study, we ini-

tially selected the 454 Titanium as our platform because of the

availability of multiple whole-genome resequencing data sets. We

used reads from resequencing the E. coli K12 MG1655 genome for

logistic regression model training to obtain an error predictor in-

corporating not only the base quality scores generated by the 454

base-caller, but also additional variables that took into account

local sequence contexts. We verified our model by applying it to

the analysis of both the S. aureus USA 300_TCH1516 genome and

the Watson genome sequencing data sets.

An important factor in planning genome sequencing proj-

ects is the depth coverage, which directly determines the cost. In

this study, our method was tuned to the depth coverage in order

to provide a guideline for future sequencing project design. Our

Table 2. Atlas-SNP2 performance comparison with VarScan
(Koboldt et al. 2009) and MAQ (Li et al. 2008) when applied in 454
and Illumina platforms

Sequencing
platform Software (parameters)

Sensitivity
(%)

Specificity
(%)

454 Atltas-SNP2 (Set1 priors)a 97.6 88.4
454 VarScan (default)b 97.6 96.8
Illumina Atlas-SNP2 (Set1 priors)a 98.8 99.9
Illumina VarScan (default)b 85.7 99.9
Illumina MAQ (default, D = 100)c 4.8 99.9
Illumina MAQ (D = 185)d 86.9 99.9
Illumina MAQ (D = 212)e 88.1 99.9
Illumina MAQ (D = 239)f 88.1 99.9
Illumina MAQ (D = 266)g 88.1 99.9
Illumina MAQ (D = 618)h 88.1 99.9

Sensitivity was measured as ‘‘the percentage of true variants that were
detected as variants,’’ where specificity was measured as ‘‘the percentage
of erroneous sites that were detected as errors.’’
aWe used the ‘‘set 1 priors’’ (Supplemental Table S2) for Atlas-SNP2.
bWe used the set of the default parameters as described in Koboldt et al.
(2009) when running VarScan software.
cThe default MAQ parameters were used, combined with the default ‘‘SNP
filter option,’’ where the maximum read coverage cutoff D is set as 100.
dThe parameters used were the same as in step c except that the maxi-
mum read coverage cutoff was set as the average read coverage in the
validation data set (i.e., D = 185).
eThe parameters used were the same as in step c except that the maximum
read coverage cutoff D was set as one standard deviation above the av-
erage read coverage in the validation data set.
fThe parameters used were the same as in step c except that the maximum
read coverage cutoff D was set as two standard deviations above the av-
erage read coverage in the validation data set.
gThe parameters used were the same as in step c except that the maxi-
mum read coverage cutoff D was set as three standard deviations above
the average read coverage in the validation data set.
hThe parameters used were the same as in step c except that the maxi-
mum read coverage cutoff D was set as the maximum read coverage in the
validation data set.

Table 3. Application of Atlas-SNP2 to the 454 Watson genomic sequence data

We used the two sets of prior values when running Atlas-SNP2 to assess the variant allele probabilities. Consistent with the tuning results in the S. aureus
data set, the ‘‘set 1’’ priors generated reasonable resolutions. In the run using the ‘‘set 1’’ priors, approximately 2.66 million loci (boxes highlighted in dark
blue and blue) had high confidence when the variant read coverage was greater than two at each locus. The quality of the discoveries was indicated by the
high confirmation rate when compared to the dbSNP database; specifically, 92.6% of the loci were found in the dbSNP Builld 129 database (when we used
only the high quality entries with the quality flags set as ‘‘1’’). When compared to the Affymetrix 500K microarray genotype results, overall we detected
72.8% of Affymetrix sites with variant alleles (heterozygotes = 50% and homozygotes = 92%), and the genotype concordance was as high as 99.2%. If we
included the ones in gray boxes that had at most two variant read coverage per site, there were around 3.4 million total loci, and the overall detection
sensitivity for loci in the Affymetrix 500K platform was increased to 81% (heterozygotes = 71.1% and homozygotes = 94.2%) that was close to the
expected numbers (Wheeler et al. 2008), whereas the dbSNP confirmation rate decreased to 83.3%. This illustrated that Atlas-SNP2 could achieve high
accuracy, while the depth coverage was an important factor for our detection sensitivity.
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validation experiment in S. aureus demonstrated that we could

reduce both the false-positive and false-negative rates to ;10% in

loci where there were more than two variant reads. Our simulation

data suggested that at 12.53 average depth coverage for diploid

genome sequencing, ;90% of the genome would be covered by at

least three reads for each haploid (Supplemental Fig. S3; Wheeler

et al. 2008). We showed that Atlas-SNP2 requires just three or more

reads for haploid sequencing, which is an attractive feature for

whole-genome sequencing projects with relatively low coverage.

Atlas-SNP2 is portable across platforms and flexible enough to

evolve along with platform updates. The framework of Atlas-SNP2

is suitable for dealing with multiple NGS data types. Specifically,

the logistic regression model can accommodate different NGS

platforms and different versions of NGS chemistry/base-callers

after certain retraining. As a proof-of-concept, we applied Atlas-

SNP2 to the Illumina platform by retraining the logistic regression

model on an Illumina data set and demonstrated that our overall

approach could be extended to other NGS platforms.

In this study, we used two available bacterial genome rese-

quencing data sets for training and tuning purposes. We plan to

further refine the model with well-characterized genomic data sets

with higher genomic complexities. With many large-scale rese-

quencing projects under way, larger training data sets will become

available. Applications of Atlas-SNP2 to these new data sets will

improve the package by iterative re-training.

Methods

Bacterial data sets used in the training and validation
experiments
E. coli substrain K12.MG1655 and S. aureus substrain USA300_
TCH1516 that were previously sequenced and finished to high
accuracy using Sanger method were resequenced using the 454
platform. The reads were processed with the 454 base-caller
(version Leonardo V2008B1) to produce base calls and quality
metrics. The reference genome sequences were obtained from
NCBI (E. coli K12.MG1655, accession no. NC_000913; S. aureus
USA 300_TCH1516, accession no. NC_010079). Any identified
mismatches were defined as sequencing errors. Each set of reads
was also mapped to an alternative reference genome of a geneti-
cally different strain of the same species: E. coli DH10B (accession
no. NC_010473) and S. aureus USA 300_FPR3757 (accession no.
NC_007793), respectively. After identifying the sequencing errors
by first mapping the reads to their genetically identical reference
genome, the remaining mismatches were defined as the initial set
of SNPs. Subsequently, to improve our SNP identification strin-
gency, we mapped one high-quality reference genomic sequence
from one strain to the high-quality reference genomic sequence
from the second strain, for E. coli and S. aureus, respectively. These
lists were intersected with both the initial sets of SNPs from the 454
and Illumina SNP data. Finally, we obtained 147 SNPs for E. coli
data and 84 SNPs for S. aureus from both the 454 and Illumina data
sets, which are in almost perfect concordance with that published
before as discussed in details below.

Two previous publications have identified and reported the
genetic variations between the two E. coli strains and the two
S. aureus strains, respectively. Durfee et al. (2008) reported 105
SNPs in genic regions (listed in Table S2 of Durfee et al. 2008) and
42 SNPs in intergenic regions, so the total number of SNPs in
Durfee et al. (2008) was 147 for E. coli. (detailed genomic co-
ordinates for the SNP loci were not provided.) For the two S. aureus
strains, Highlander et al. (2007) described in the main text that
there were 92 SNPs and two 4-base deletions. Their Supplemental

Table 2, however, listed that six deletions, two insertions, and 83
SNPs for S. aureus—a total of 91 polymorphisms—were identified.
The SNP genomic positions given by Highlander’s Supplemental
Table 2 used USA300-MR as the reference, whereas our SNP posi-
tions used FP3757 as the reference, so the genomic position in-
formation could not be used for comparison.

We used BLAT and Cross_Match to uniquely map 98.2% of
the E. coli and 95.8% of the S. aureus reads back to their respective
reference genome sequences, resulting in an average coverage of
;183 for E. coli and 313 for S. aureus (Supplemental Table S1).
Slightly lower read mapping yields were achieved when the ge-
nome sequences of the related strains were used (93.1% for E. coli
DH10B, and 95.8% for S. aureus USA300_FPR3757) (Supplemental
Table S1). The E. coli DH10B sequence, with only 93.2% of the
reference genome covered yielded a greater genetic difference be-
tween its reference and resequenced genomes.

The E. coli data set was used as training data after a resampling
process that produced 10,000 data points for errors and SNPs. The
S. aureus data set was used as validation data as well as for tuning
parameters, because of a closer genomic composition (such as GC
content) to the human genome.

Watson genome 454 platform sequencing data

Wheeler et al. (2008) sequenced the entire genome sequence of
Watson with an average read coverage of ;7.43 using the 454
platform. We re-called all the Watson genomic sequence reads with
the same version of the base-caller (Leonardo V2008B1) used in
processing the bacterial sequencing reads.

We also obtained the approximately 500,000 Watson geno-
types determined using Affymetrix 500K genotyping microarrays
(Wheeler et al. 2008) for validating the variant calls from our
method. The genotypes were converted into A/C/G/T nucleotides
using the Affymetrix map file and further checked against the
HapMap-CEU genotypes by allele frequency matching. After fil-
tering, 476,087 SNPs were retained for comparisons.

Mapping and aligning the reads to genomic sequences

A fundamental issue in read mapping is related to the presence of
repeat sequences in the resequenced genome. Owing to the nature
of genome assemblies, repeat sequences are occasionally collapsed
into a single place in the reference genome. This process occurs in
both draft and finished assemblies. As a result, a read from a repeat
region in the resequenced genome can be mapped incorrectly to
the reference genome, generating false-positive SNPs. A recent
duplication in the resequenced genome (not found in the refer-
ence genome) can also lead to such errors. To reduce false positives
due to such cases, we regard a read to be ‘‘ambiguously mapped’’ if
it has multiple best hits, or if the mismatch rate of the best hit is
larger than a predefined cutoff value (e.g., the ratio of the best hit
to the second best hit exceeds 99%), which is based on the idea
developed in POLYBAYES (Marth et al. 1999).

Detecting duplicated reads

In the 454 sequencing, some shotgun fragments share the same
59 starting position. They can account for up to 60% of the overall
NGS data obtained from the production centers. This creates
a skewed coverage distribution that may subsequently bias the
error model and thus substantially increases the number of false-
positive SNP discoveries (data not shown). Currently, the simplis-
tic approach is to detect the duplicates and remove all of them
except the best quality read at a given position. In the future iter-
ations, it is worth exploring whether there is any additional value
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to retaining some of the duplicates satisfying certain criteria,
which might maintain the data integrity while maximizing high-
quality coverage.

Logistic regression to improve base error prediction
in sequencing reads

We used a logistic regression model to improve the accuracy of
error estimation from each read. The model was trained on E. coli
K12.MG1655 reads. We identified a priori a set of predictors based
on empirical observations and results from other references
(Brockman et al. 2008; Dohm et al. 2008), including raw quality
score, swap (a Boolean variable), 11-base NQS 20/15 threshold
(a Boolean variable), homopolymers, GC content, relative position
from each end, NQS, the immediate flanking nucleotides, and the
specific substitution classifications. A generalized linear model was
used in the statistical training process, and a stepwise procedure
was primarily used for model selection to achieve a balance be-
tween model parsimony and prediction accuracy. We chose only
the variables with significant P-values.

The results from our training experiments are shown in Table
1. In the current version for 454 Titanium and base-caller Leonardo
V2008B1, and as shown in Equation 1, the most significant pre-
dictors in the model were

1. The quality score of the substitution base.
2. Whether the base is involved in ‘‘swap-base’’ (a phenomenon

defined as that two adjacent mismatch bases invert their nu-
cleotides relative to the reference sequence) or multi-nucleotide
polymorphism (MNP) events.

3. A Boolean variable indicating whether the NQS passes the de-
fault requirement (i.e., the quality score of the substitution base
call is greater than 20, and the quality score of each of the five
flanking bases on either side is greater than 15—‘‘11-base NQS
20/15 threshold’’).

4. The relative distance of the base from the 39-end of the read,
normalized by read length.

The inferred logistic regression model with overall significance is

log
PrðSNPÞi

1� PrðSNPÞi

� �
= a + b1 � RawQuality + b2 � Swap + b3 �NQS

+ b4 �Dist. ð1Þ

We note that the new Titanium base-caller had much improved
performance in dealing with homopolymers, which in previous
versions caused the base-caller to overcall or undercall the number
of contiguous bases from 454 data (Brockman et al. 2008). Our
training results indicate that homopolymers no longer contribute
significantly to increase the sequencing error probability in 454
reads. This is consistent with the vendor’s feedback.

The base-call error probability for a given read is

PrðerrorÞi = 1� PrðSNPÞi. ð2Þ

Bayesian framework that considers all mapped reads to assess
variant allele probability for a locus

We derived the locus error probability estimation as

PrðerrorÞj = P PrðerrorÞi ð3Þ

for all reads i = {1, 2, . . ., n} with the same substitution that
are mapped to a particular locus j; and derive the locus SNP prob-
ability as

PrðSNPÞj = 1� PrðerrorÞj. ð4Þ

We use Sj to stand for Pr(SNP)j, which refers to the measured signal
at the locus j.

The multiplication step assumes that error bases are fully
stochastic and therefore arise independently of one another. This
assumption, to a certain extent, may cause inaccuracy when total
sequencing read coverage varies, and this inaccuracy is difficult
to model with read coverage variations. We applied a Bayesian
framework to try to take the read coverage variation into consid-
eration in order to further improve our variant allele probability
estimation at a given locus. Equation 5 is shown below.

PrðSNPjSj; cÞj

=
PrðSjjSNP; cÞ 3 priorðSNPjcÞ

PrðSjjSNP; cÞ 3 priorðSNPjcÞ+ PrðSjjerror; cÞ 3 priorðerrorjcÞ
ð5Þ

Pr(SNP|Sj, c)j is the posterior variant allele probability at locus j
when signal is Sj at a specific variant read coverage, c; Pr(Sj|SNP, c)
and Pr(Sj|error, c) are inferred from the probability density distri-
bution of Sj for SNPs and errors at a specific variant read coverage
c that can be derived empirically from our E. coli training data
set, as illustrated in Supplemental Figure S2; prior(SNP|c) and
prior(error|c) are the prior estimations of the substitution SNP rate
and the error rate when conditioned on the variant read coverage,
respectively. In this paper, we used three sets of parameters (Sup-
plemental Table S2). In particular, when there are two or more
reads with the same variants, ‘‘set 1’’ priors were set as prior(SNP|c) =

0.9 and prior(error|c) = 0.1; ‘‘set 2’’ priors were prior(SNP|c) = 0.99 and
prior(error|c) = 0.01; and ‘‘set 3’’ priors were prior(SNP|c) = 0.999 and
prior(error|c) = 0.001.

Atlas-SNP2 software download and documentation

Atlas-SNP2 and its documentation are available for download at
http://www.hgsc.bcm.tmc.edu/cascade-tech-software-ti.hgsc.
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