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Abstract
The simulation of cardiac electrical function is an example of a successful integrative multiscale
modelling approach that is directly relevant to human disease. Today we stand at the threshold of a
new era, in which anatomically detailed, tomographically reconstructed models are being developed
that integrate from the ion channel to the electromechanical interactions in the intact heart. Such
models hold high promise for interpretation of clinical and physiological measurements, for
improving the basic understanding of the mechanisms of dysfunction in disease, such as arrhythmias,
myocardial ischaemia and heart failure, and for the development and performance optimization of
medical devices. The goal of this article is to present an overview of current state-of-art advances
towards predictive computational modelling of the heart as developed recently by the authors of this
article. We first outline the methodology for constructing electrophysiological models of the heart.
We then provide three examples that demonstrate the use of these models, focusing specifically on
the mechanisms for arrhythmogenesis and defibrillation in the heart. These include: (1) uncovering
the role of ventricular structure in defibrillation; (2) examining the contribution of Purkinje fibres to
the failure of the shock; and (3) using magnetic resonance imaging reconstructed heart models to
investigate the re-entrant circuits formed in the presence of an infarct scar.

The heart is characterized by a complex electrometrical activity essential for the sustenance of
body function. Cardiac disease is the leading cause of morbidity and mortality in the
industrialized world (Rodgers & Vaughan, 2002). A comprehensive understanding of cardiac
structure and function in health and disease is the central focus of basic and clinical heart
research. Experimental investigations study animal and human cardiac behaviour in health and
disease, from the molecular to the whole body levels. A major challenge remains the integration
of insight, obtained at various levels of structural hierarchy, such as from ion channel activation
and calcium cycling to cardiac propagation and regional strain formation. A key strategy in
integrating from the individual building blocks to the whole heart is to characterize the
emergent properties that arise at each successive scale in the hierarchy of biological complexity
(Rudy et al. 2008). With the increase in complexity at each successive scale, new and often
unexpected properties arise from the co-operative interactions between individual components.
Since these properties are often not intuitive, detailed knowledge of the individual components
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themselves may provide little mechanistic insight into the organ function. Integrative
approaches hold the highest promise for elucidation of the complexity of the structure–function
relationships in the heart. In recent years, computational modelling has become an essential
approach in the quest for integration of knowledge regarding the behaviour of the heart (Xie
et al. 2004; Panfilov et al. 2007; Hunter et al. 2008; Kerckhoffs et al. 2008). Advanced
computational approaches to cardiac electromechanical function have made significant
contributions to data integration, extraction of information, interpretation and mechanistic
insights. In addition, the importance of computational approaches is underscored by the fact
that a host of relevant processes is not accessible by direct experimental manipulation or
observation, and methods for three-dimensional assessment of transmembrane potential
distribution are not yet available (Efimov et al. 2004). In contrast, experimentally validated
computational models are capable of predicting three-dimensional behaviour in cases where
the experiment fails (Rodriguez et al. 2005; Ten Tusscher et al. 2007; Ashihara et al. 2008).
Finally, the invasive nature of many observational techniques prevents their application to
human subjects, highlighting the need for new quantitative tools to enable the integration of
knowledge and the prediction of behaviour of the human heart. Computational modelling is at
the threshold of being able to address this need, ushering in a new era of computational
medicine.

The goal of this article is to present an overview of current state-of-art advances towards
predictive computational modelling of the heart as developed recently by the authors of this
article. We first outline the methodology for constructing electrophysiological models of the
heart and then provide three examples that demonstrate the use of these models, focusing
specifically on the mechanisms for arrhythmogenesis in the heart.

Methodology
Construction of geometrical models

Two types of geometrical models are typically used in organ studies of electrophysiology and
electromechanics: models of coarse representation of cardiac geometry; and high-resolution
image-based models of cardiac structure and geometry. The specifics of these geometrical
models are described below.

Models of coarse representation of cardiac geometry—The development of the first
type of geometrical models was pioneered by Hunter and co-workers at the University of
Auckland (Nielsen et al. 1991; dog ventricular model) and by McCulloch and co-workers at
the University of California, San Diego (UCSD; Vetter & McCulloch, 1998; rabbit ventricular
model). The data for the canine ventricular model were obtained using a specially designed
mechanical rig, while for the rabbitmodel, digital imaging of histological sections was used.
The models were generated by fitting the nodal parameters of a hexahedral finite element mesh
to the measured data using least squares. Smooth estimates of the geometry and the fibrous
structure of the ventricles were obtained using Hermite interpolation. For use in
electrophysiological studies, meshes at an appropriate resolution needed to be generated from
these models. The methodology by which this was done in our laboratory is described below;
details can be found in the study of Trayanova (2006).

Specifically, this approach served to generate our three-dimensional (3-D) model of rabbit
ventricular geometry and fibre orientation (Fig. 1), which used the UCSD geometry of the
rabbit ventricles (Vetter & McCulloch, 1998). The original geometry, defined in prolate
spheroidal co-ordinates, was translated into Cartesian co-ordinates. We used MSC Patran
(MSC Software Corp., Santa Ana, CA, USA) to generate the computational grids. The surfaces
and the ‘solids’ of the mesh were created with Patran functions. Additional ‘solids’ were
generated to represent the ventricular cavities and the perfusing bath. Using Patran, surfaces
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and solids were meshed to create unstructured triangular surfaces and tetrahedral meshes,
respectively, with an average element edge length of 300–500 µm in the tissue and 1 mm in
cavities and perfusing bath. Once the entire mesh was complete, files were generated containing
node co-ordinates, elemental connectivity and the original finite element to which each
tetrahedral element in the new mesh belongs. This information was then used to determine,
with the combination of two multidimensional root-finding algorithms, the fibre orientation at
the centroid of each tetrahedron. Local material properties were assigned to each element using
the fibre orientations. A detailed description of this procedure can be found in the study of
Trayanova et al. (2002).

The use of this coarse geometrical model of the rabbit ventricles in electrophysiological studies
is presented in the section on ‘Applications of the Modelling Methodology’. Simulations with
such models have enabled us (Li et al. 2004; Rodriguez et al. 2005; Arevalo et al. 2007;
Ashihara et al. 2008) and other researchers (Panfilov, 1999; Fenton et al. 2005) to address
issues of arrhythmogenesis and anti-arrhythmia therapy and thus to showcase their predictive
power. While being compact and thus enabling efficient numerical solutions, these models
provide, however, only a coarse representation of the overall cardiac structure, and are lacking
in fine detail, such as endocardial trabeculations and papillary muscles, as well as structural
detail regarding cardiac disease, which might play an important role in a host of problems in
cardiac electrophysiology and mechanics. Below we describe the generation of such high-
resolution image-based models of the heart from structural and diffusion tensor (DT) magnetic
resonance (MR) images.

Image-based model generation—In this section, we outline the new pipeline we have
developed recently to generate models of the heart from structural and DTMR images. This
pipeline allows one to generate heart models with high throughput, combining known elements
of image-based model generation (segmentation, level set thresholding and fractional
anisotropy) with new procedures (image-based mesh generation, a procedure for delineation
of ventricles fromatria and automatic fibre mapping) developed by our team.

To generate models of the heart from structural and DTMR images, of both normal and
structurally altered (i.e. infarcted) hearts, it is necessary to classify (or segment) the voxels in
the structural image into different groups, such as normal tissue, infarct and background. From
the segmented image, a finite element mesh is generated, and fibre orientations are assigned
to the elements. Figure 2 shows the processing of a generic pipeline, which we use to generate
image-based models of the heart. The figure illustrates the pipeline by showing the results of
processing of an example image slice using the six steps in the pipeline. The steps are briefly
explained below. The slice used for illustration is from the heart employed in the study
presented in the section on ‘Modelling ventricular tachycardia associated with an infarct’. It
is important to note that the models that our methodology generates retain fine structural details,
such as endocardial trabeculations and papillary muscles, provided that such structural detail
is resolved by the magnetic resonance imaging (MRI) acquisition.

Step 1: suspension medium removal: In this step, the structural MR image is processed to
label and ‘remove’ the voxels corresponding to the cavity content and the medium in which
the heart was suspended during the image acquisition (Burton et al. 2006). First, the edges in
the image are detected (Law&Chung, 2007) by computing the intensity variance of the local
neighbourhood of each voxel and selecting voxels with a variance above a certain threshold.
From the detected edges, themyocardial boundary of the whole heart is extracted using a region-
growing algorithm (Adams & Bischof, 1994). This algorithm, when initialized with a user-
defined voxel, identifies a voxel set such that the set forms a connected structure which includes
the user-defined voxel and the members of the set that have the same image intensity. Next,
from the image that represents the myocardial boundary, voxels that correspond to the
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suspension and cavity medium are extracted using the region-growing algorithm. Finally, the
suspension medium is removed from the original structural MR image by assigning the
background intensity to all voxels that correspond to the medium. The result is an image of the
myocardium. Step 1 in Fig. 2 shows the myocardial boundary, suspension medium, and
myocardium for the example slice.

Step 2: level set segmentation: In the next step, a level set method is applied to the image of
the myocardium to separate the larger coronary arteries and interlaminar clefts. In the level set
method, the segmentation is achieved through the evolution of a surface, Γ, which is implicitly
represented as the zero level set of a time-dependent 3-D function, Φ(x, y, z, t), i.e. Γ(t) = {x,
y, z |Φ(x, y, z, t) = 0}, where x, y, = and z are the Cartesian co-ordinates, and t is the time. The
evolution of Φ is formulated as a partial differential equation, which contains terms for
advancing the surface based on image intensities, smoothing the surface and attracting the
surface to the edges in the image. For detailed information on the level set segmentation, the
reader is referred to Sethian (1996) and Ibanez et al. (2003). Step 2 in Fig. 2 shows the level
set segmentation for the example slice.

Step 3: segmentation of the ventricles: In the third step of our model generation pipeline,
segmentation of the ventricular myocardium is performed in order to account for the presence
of an insulating layer of connective tissue between the atria and the ventricles (annulus
fibrosus), as well as to assign different electrophysiological properties (atrial versus
ventricular) to the tissue on either side of this boundary. To perform this step developed by our
team, in each slice, the ventricular portion of the tissue is labelled by fitting a closed spline
curve through spline points placed around the ventricles and along the atrioventricular border.
All voxels that belong to tissue inside the curve are marked as ventricular. Step 3 in Fig. 2
shows the spline points, spline and ventricular myocardium for the example slice. The
identification of spline points is performed manually for a number of slices that are evenly
distributed in the image. The spline points for the remaining slices are obtained by linearly
interpolating the manually identified points. To illustrate, consider an example image with 20
slices, where the spline points are manually identified on slices 1, 10 and 20. If x1 and x10
denote the x-co-ordinates of two corresponding spline points on slices 1 and 10, respectively,
then the x-co-ordinate of the matching spline point on slice 4 is x1 + (x10 − x1)/3.

Step 4: infarct segmentation: As part of the pipeline, we developed a procedure to segment
structural remodelling of the tissue, such as an infarct. After the delineation of the ventricles,
any infarct tissue present is labelled. In this procedure, the DTMR image is interpolated (Chen
et al. 2005) to the resolution of the structural MR image, if the resolution of the latter is higher.
From the interpolated DTMR image, a 3-D fractional anisotropy image is generated by
computing the fractional anisotropy of the diffusion tensor at each voxel (Basser & Pierpaoli,
1996). The fractional anisotropy is a measure of the directional diffusivity of water, and its
values range from 0 to 1. Avalue of 0 indicates perfectly isotropic diffusion, and 1 indicates
perfectly anisotropic diffusion. Based on the difference in fractional anisotropy values, the
infarct region is separated from the normal myocardium by applying a level set segmentation
to the fractional anisotropy image (Wu et al. 2006, 2007). Step 4 in Fig. 2 shows the
segmentation of the fractional anisotropy image slice, which corresponds to the example slice.
Next, the infarct region is subdivided into two areas, namely, a core, which is assumed to
contain inexcitable scar tissue, and a border zone, which is assumed to contain excitable but
pathologically remodelled tissue, by thresholding the structural MR image based on the
intensity values of the voxels (Yan et al. 2006; Schmidt et al. 2007). Regions of high (<75%)
and low grey-level intensities (<25%) are segmented as core scar, while tissue of medium
intensity is segmented as border zone. Once any infarct areas present are identified,
segmentation of the structural MR image is complete. Step 4 in Fig. 2 illustrates the final
segmentation of the example slice.
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Step 5: mesh generation: Next, a finite element mesh is generated from the segmented
structural MR image. A novel automatic grid-based mesh generation approach was developed
recently by our team (Prassl et al. 2009) to overcome limitations of traditional mesh generation
approaches that are derived from engineering applications where descriptions of the geometry
based on computer-aided-design are required. Guidelines followed in the mesh generation
software development included the following: (1) a fully automatic mesh generation technique
was desired, with no user interaction at all, to avoid the time-consuming training needed for
familiarization with interactive tools and to enable batch-controlled high-throughput mesh
generation; (2) finding discrete description of the cardiac surfaces from a segmented image
stack, a non-trivial first step typically required in traditional mesh generation (Young et al.
2008), had to be avoided so that segmented image stacks could serve directly as the input for
the mesh generation; and (3) the mesh generator had to meet certain technical requirements to
be able to deal with the memory demands and computational load associated with the
generation of large-scale meshes of up to 50 million nodes and 250 million elements.

Step 5 in Fig. 2 shows the mesh for the example slice. The software is very robust, produces
boundary-fitted, locally refined, smooth conformal meshes, and allows the user to select the
desired resolution in various regions. Hexahedra-dominant meshes are first generated, which
are then split into purely tetrahedral meshes in a postprocessing step. Generated meshes are
accurate volume-preserving representations of arbitrarily complex geometries with smooth
surfaces. The software (Tarantula; http://www.meshing.at) automatically assigns region
identifiers to the elements based on the segmentation, thereby differentiating the elements that
belong to the infarct regions, the ventricles or the rest of the tissue. As Fig. 2 illustrates, the
interior tissue volume is meshed at a lower resolution, while at the interface between tissue
and non-tissue the mesh is refined by a factor of about two. This local adaptation of the
resolution significantly reduces the number of elements in the mesh without compromising the
geometric detail.

Step 6: fibre mapping: In the final step of the model generation pipeline, our team developed
methodology to map fibre orientations onto our anatomical meshes by interpolating the primary
diffusion vectors on the centroids of the elements. In this procedure, a reference vector field
is constructed by computing the primary eigenvector of each water diffusion tensor in the
previously interpolated DTMR image. This vector field is in the same co-ordinate system as
the finite element mesh. The fibre orientation assigned to an element in the mesh is the direction
of that vector in the reference field nearest to the centroid of the element. Step 6 in Fig. 2
displays the fibre orientations for the example slice.

Simulation of electrical activity
This section describes the methodology associated with simulating the electrophysiological
behaviour of the heart developed by our team (detail on some of the aspects of this methodology
can be found in the study of Plank et al. 2008). It can be used with both coarse geometrical
models of ventricular geometry and image-based models of the heart.

Governing equations—The bidomain equations (Plonsey, 1988), a continuum
approximation of cardiac electrical properties based on the representation of the tissue as a
functional syncytium, are widely accepted as one of the most complete approaches to describe
cardiac bioelectric activity. For a particular class of applications, such as extracellular
stimulation and defibrillation, studies involving bath loading effects or calculation of the
magnetic field, these equations are the only approach available today. Based on a charge
conservation principle, the bidomain equations postulate that all currents entering the
intracellular space, by crossing the cell membrane, must leave the extracellular space and vice
versa. The transmembrane currents density, Im, represents the source for both the intracellular
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potential, ϕi, and the extracellular potential, ϕe. We use a recast version of the equations (Pollard
et al. 1992) to work directly with the primary variable of interest, the transmembrane voltage,
Vm. The entire system of equations is as follows:

(1)

(2)

(3)

where eqn (1) is an elliptic equation, eqn (2) is the parabolic portion,  are the
intracellular and extracellular conductivity tensors, respectively, β is the membrane surface-
to-volume ratio, Itr is the current density of the transmembrane stimulus used to initiate an
action potential, Ie is the current density of the extracellular stimulus, Cm is the membrane
capacitance per unit area, g⃗ (Vm, η⃗) is a non-linear function describing the temporal evolution
of the state variables, η⃗, and Iion is the total current density flowing through the membrane
ionic channels, pumps and exchangers. At the tissue boundaries, electrical isolation is assumed
by imposing no-flux boundary conditions on ϕe and ϕi.

In many cases of practical interest, cardiac tissue is surrounded by a conductive medium. For
instance, when modelling an in vivo setting, the heart is embedded in a torso, and the cavities
of the heart are filled with blood. In an in vitro context, a Langendorff-perfused heart is either
covered by a thin liquid layer or it is immersed in a fluid bath (Tyrode solution). In these cases,
the elliptic equation has to be extended as follows:

(4)

where σb is the isotropic conductivity of the conductive medium. In this case, no-flux boundary
conditions are imposed at the boundaries of the conductive medium, whereas continuity of the
normal component of the extracellular current and continuity of ϕe are enforced at the tissue–
bath interface. The no-flux boundary conditions for ϕi remain.

Both monodomain and bidomain simulation were conducted, depending on the particular
electrophysiological scenario and the study hypothesis and goals (see examples in the following
sections). The numerical scheme in the monodomain case is essentially the same as in the
bidomain case, with the difference that the step to solve the elliptic partial differential equation
(PDE) and the term including ϕe in eqns (1) and (2) are omitted, and the conductivity tensor

 is replaced with  (Roth, 1997).

Temporal discretization—Temporal discretization of eqns (1) and (2) involves an operator
splitting technique (Keener & Bogar, 1998), which decouples the computing schemeinto three
components: an elliptic PDE; a parabolic PDE; and a set of non-linear ordinary differential
equations (ODEs). Solutions are then found by leapfrogging between the decoupled
components, where either Vm in eqn (1) or ϕe in eqn (2) is considered constant. In the simplest
case, the parabolic PDE can be solved with a forward Euler scheme (Vigmond et al. 2002),
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but for our studies, owing to the fine discretization of the mesh, it was advantageous to employ
the slightly more expensive semi-implicit Crank–Nicolson scheme, since it is unconditionally
stable and therefore allows larger time steps. Details can be found in the study of Vigmond et
al. (2008).

Numerical solution—Owing to the problem sizes typical for our whole-heart studies, all
simulations were executed in parallel to provide a sufficiently large memory space and to
reduce execution times. All solver techniques described below showed very good parallel
scaling within the range of four to 64 processors. The solver of the elliptic PDE employed an
iterative conjugate gradient (CG) method in conjuction with an algebraic multigrid method
preconditioner (Plank et al. 2007). The parabolic problem was solved then using a Block–
Jacobi preconditioner for the CG solver together with an Incomplete Cholesky ICC(0) subblock
preconditioner with a zero fill-in level to preserve the sparsity pattern. A subset of the ODEs
were solved either by employing a non-standard finite difference technique (Maclachlan et
al. 2007) based on an approach proposed by Rush & Larsen (1978), or by a simple forward
Euler method. Details of the ODE solver technique are described in detail elsewhere (Plank
et al. 2008).

Representation of ionic currents and membrane electroporation—For
defibrillation studies, all membrane models, i.e. the specific representation of the ionic currents,
need to be modified to ensure stability, since the shock produces a dramatic change in
transmembrane potential. It is important to understand, however, that defibrillation shocks
induce complex changes in transmembrane potential, some of which have been consistently
observed in experiments, but never reproduced by membrane models. We therefore developed
an augmented version of the Luo–Rudy dynamic model (aLRd;Ashihara&Trayanova, 2004)
in which we were able to reproduce the experimentally observed rectangularly shaped positive
ΔVm transient, negative-to-positive ΔVm ratio near two (Cheek et al. 2000; Fast et al. 2000),
stronger electroporation at the anode (Cheek & Fast, 2004), and dependence of the ΔVm
magnitude on field strength (Cheek et al. 2000; Fast et al. 2000). To conduct simulations with
the rabbit ventricular model, similar changes were incorporated in the Puglisi–Bers ventricular
myocyte ionic membrane model (Puglisi & Bers, 2001). Being equipped with a membrane
model that can accurately reproduce the membrane responses to shocks is essential to our ability
to simulate the tissue and organ behaviour observed experimentally.

Simulating the Purkinje network
Our team has developed a unique methodology to incorporate the Purkinje network into
ventricular models which is detailed by Vigmond & Clements (2007). The Purkinje system
(PS) was constructed as a set of cables laid upon the endocardium. Electrical conduction into
the myocardium occurred only at the terminals of the network, through specialized Purkinje–
myocyte junctions (PMJs). To describe the intracellular potential along each cable segment,
one-dimensional cubic Hermite finite elements were used. These elements describe the
potential as a cubic polynomial along the element, which is determined by the values of
potential and longitudinal current, IL, at the element ends. Since IL is an explicit variable, its
conservation is explicitly enforced at PMJs. The cubic Hermite formulation allows discrete
gap junctions to be placed between cable segments, as is found physiologically.
Transmembrane voltages are tracked at both ends of each element, with nodes shared by
elements considered to be two nodes separated by an infinitely thin gap junction.

Originally, to construct the Purkinje network, the endocardial surface of each ventricle was
flattened onto a plane, and a conduction system based on generalized descriptions of heart
anatomy and excitation mappings (Durrer et al. 1970; Netter et al. 1997) was manually laid
out. Since there was a high degree of variability among these sources, only important features
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were implemented, such as the major areas of activation. The PS was unflattened, and the left
and right branches were joined by the bundle of His. The terminals of the Purkinje network
were extended into the ventricular wall by appending elements, which made an angle of
approximately 45 deg with the surface tangent to avoid any sharp discontinuities, and continued
for several hundred micrometres into the tissue. Extraction of Purkinje systems from MRI
images is a current topic of research in our laboratory.

In summary: (1) ϕe is computed from the ventricular model only; (2) Vm is updated through
the DiFrancesco–Noble model of the Purkinje cell (DiFrancesco & Noble, 1985); (3) IL is
computed; (4) the governing parabolic equation for ϕi (eqn (2)) is solved by the finite element
method; and (5) transmembrane voltages of myocytes attached to PMJs are modified by the
current flowing to/from the PS.

Applications of the modelling methodology
This section provides three examples of the use of the models described above to address
various issues in cardiac electrophysiology. We present examples of the use of both coarse
geometrical models and high-resolution image-based models of cardiac geometry and structure
in cardiac electrophysiology, as well as of the Purkinje system model and the electromechanics
model. Each example follows the same exposition structure: rationale; simulation protocol;
and findings. The section ‘Mechanisms of cardiac vulnerability and defibrillation’ is based on
research published elsewhere (Ashihara et al. 2008), while the rest of the examples present
current research towards the development of these predictive models and their applications.

Mechanisms of cardiac vulnerability and defibrillation
Rationale—Defibrillation by high-energy electric shocks is the only reliable procedure for
termination of ventricular fibrillation (VF); however, it can result in myocardial dysfunction
and damage (Runsio et al. 1997). Furthermore, recent meta-analysis of industrial reports
(Maisel, 2006) concluded that thousands of patients have been affected by malfunctions of
high-voltage components in implantable cardioverter -defibrillators, causing psychological
trauma. Comprehensive knowledge and appreciation of the mechanisms by which a shock
interacts with the heart is the approach most likely to succeed in reducing shock energy.

The presence of an isoelectric window (IW), following unsuccessful defibrillation attempts
(Chen et al. 1986; Shibata et al. 1988a; Wang et al. 2001) led to the understanding that an
electric shock terminates ongoing VF, but then reinitiates it, hence the mechanisms of VF
induction and its re-initiation (unsuccessful defibrillation) are the same. In this example of
predictive modelling, we propose new mechanisms for postshock propagation and shock-
induced arrhythmogenesis following monophasic and biphasic shocks and address the origin
of the IW. Specifically, we propose that submerged ‘tunnel’ propagation of postshock
activations through shock-induced intramural excitable areas underlies VF induction with
monophasic and biphasic shock and the existence of IW. The goal of this study was to test this
hypothesis and provide a comprehensive set of mechanisms for VF induction with electric
shocks for all ranges of shock strengths and the waveforms used in clinical practice.

Simulation protocol—This study used the coarse-geometry rabbit ventricular model
described in the section ‘Models of coarse representation of cardiac geometry’. The ventricles
were paced at the apex, and shocks were delivered through plate electrodes occupying the
vertical borders of the perfusing chamber (distance 3.92 cm), as depicted in Fig. 3. To model
the extracellular field stimulation, a bidomain representation of the tissue was used. This set-
up mimics experimental protocols against which model results have been validated (Rodriguez
et al. 2005).
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Eight pacing stimuli of 2ms duration and strength twice diastolic threshold were applied at a
basic cycle length (BCL) of 300 ms to achieve steady state. Shocks were delivered at various
coupling intervals between onset of the last pacing stimulus (assumed as time zero) and shock
onset. Monophasic shock duration was 10 ms and biphasic was 6/4 ms (results for biphasic
shocks are not shown here, but can be found; Ashihara, 2008). Tilt for both waveforms was
62.0%. Applied field at shock onset (leading edge) represented shock strength. Polarity was
anodal, i.e. electrode near left ventricle (LV) was the anode (Fig. 3).

Shock-induced arrhythmias were considered ‘sustained’ or ‘non-sustained’ if the shock
induced ≥4 or <4 postshock beats, respectively (Chattipakorn et al. 2000). We defined the
‘initiating postshock activation’ as the first postshock activation to originate within the
ventricles after shock end, and the ‘earliest-propagated postshock activation’ as the postshock
activation that appeared on the epicardium at the earliest timing following shock end. Clearly,
the initiating postshock activation may not become the earliest-propagated postshock
activation, since it may die out before reaching the epicardium. The IW, observed on the
epicardium, was defined as the time interval between shock end and appearance of earliest
globally propagated postshock activation (Chen et al. 1986; Shibata et al. 1988a,b; Wang et
al. 2001).

Findings—Figure 4A presents transmembrane potential distributions in an apex-to-base
cross-section at the end of (230 ms) and 10 ms after (240 ms) 16 V cm−1 monophasic shock
at a coupling interval of 220 ms. The shock episode was just below the upper limit of
vulnerability and resulted in arrhythmia (Fig. 4C), with the earliest-propagated postshock
activation appearing on the epicardial surface as a breakthrough after an IW of about 80ms and
degrading into VF. At shock end, a distribution of virtual electrode polarization (VEP) was
formed, consistent with previous studies of vulnerability and defibrillation (Rodriguez &
Trayanova, 2003; Rodriguez et al. 2005; Ashihara et al. 2008). A large intramural excitable
area was formed in the LV wall (230 ms).

Following this 16 V cm−1 shock, since subepicardial layers were strongly hyperpolarized, they
became quickly excited by fast propagation (indicated by open triangles at 245–250 ms; Fig.
4B). Meanwhile, an initiating postshock activation (* at 240 ms in Fig. 4B), which originated
at the high transmembrane potential gradient boundary between oppositely polarized virtual
electrodes around the apex, propagated at a slower velocity towards the base through the LV
intramural excitable area, i.e. within the excitable ‘tunnel’ (white arrows; 240–260 ms in Fig.
4B) until it broke onto the LV epicardium as the earliest-propagated postshock activation. This
breakthrough was possible because at that time the epicardial transmembrane potentials had
decreased and transmembrane potential gradients were low, thus the wave was able to find
excitable tissue to propagate through. The period of propagation of the postshock activation,
from its origination in the intramural layers of the LV wall to its breakthrough on the epicardial
surface, constitutes the mechanism for the existence of the IW.

Initiation of the postshock activation origin, tunnel propagation and epicardial breakthrough
mechanisms presented here are fundamental, since their existence is underpinned only by
ventricular structure and virtual electrode formation mechanisms. Figure 5 provides evidence
of the robustness of these mechanisms and their validity for defibrillation failure following
near-defibrillation threshold shocks. This is due to the fundamental nature of the mechanisms
involved and because the state of refractoriness in the ventricles determines only the minimal
shock strength needed for tunnel propagation to occur (Ashihara et al. 2008). At the time of
shock delivery, the ventricles were in VF, characterized by the presence of numerous scroll
waves (see filaments shown in pink in Fig. 5). The shock induced VEP similar to that in the
previous figure. Postshock propagation appeared as a breakthrough on the epicardium, and the
shock failed by identical mechanisms, with an IW of ~55 ms.
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This study focused on the poorly understood three-dimensional aspects of postshock
propagation in the heart, providing novel analysis of the mechanisms underlying postshock
activation origin and its subsurface propagation in the process of VF induction by shocks. The
study used the capabilities of state-of-the-art 3-D realistic heart modelling, which, already
experimentally validated (Rodriguez et al. 2005), provides a unique opportunity to explore
behaviour in the depth of the ventricular walls not thus far achievable by any recording
technique.

The role of the Purkinje network in cardiac vulnerability and defibrillation
Rationale—The PS is the fast conduction system, responsible for rapid activation of the
ventricles. However, it has largely been excluded from modelling studies of ventricular
defibrillation. There are several reasons why it will behave differently from the myocardium
in response to defibrillation shocks, as follows: (1) the PS possesses different
electrophysiological properties from the working myocardium; (2) the shock response of the
tissue is dependent on the angle of the muscle fibres with respect to the applied field, and the
PS lies on top of the myocardium and has completely different fibre orientation; and (3) the
PS may provide alternative propagation pathways and excitations during the immediate
postshock response, which may affect re-entry reinitiation. Optical imaging of the Purkinje
system at the organ level to measure these effects is difficult because the size of the Purkinje
fibres lies below the camera resolution and the signal is swamped by the myocardial signal.
Modelling offers a way to gain insight into the shock response of the PS.

Simulation protocol—The Purkinje system model was adjusted so that propagation times
across the PMJs matched those observed experimentally, of the order of 5 ms in the anterograde
direction and 1.5 ms in the retrograde direction (Wiedmann et al. 1996). These times varied
depending on the exact PMJ, owing to geometrically induced myocardial load differences.
Furthermore, for His activation, whole ventricular activation times and sites of epicarial
breakthrough were compared with experimental observations (Ramanathan et al. 2006).

A uniform applied electric field was applied, with two planar electrodes placed in an anterior–
posterior configuration, similar to the model configuration used in the section ‘Mechanisms of
cardiac vulnerability and defibrillation’. A train of rapid shocks was applied to a quiescent
heart (burst pacing) through the planar electrodes. Shock strength was varied between 2 and 7
V cm−1, and the BCL was varied from 100 to 200 ms. In all runs, tachyarrhythmias were
considered sustained if a shock induced a re-entry that lasted for 400 ms, as in the section
‘Mechanisms of cardiac vulnerability and defibrillation’, and IW was also defined as in that
section.

Findings—Figure 6 shows the vulnerability window to re-entry during burst pacing. Re-entry
was induced with shock strengths ranging from 3.6 to 5.8 V cm−1 and BCLs from 125 to 135
ms. The dark-shaded regions in the figure exhibited non-sustained re-entry. In the presence of
the PS, the ventricles are prone to re-entry induction with weaker shocks (3.6 V cm−1). In the
absence of the PS, sustained re-entry was obtained with shock strengths greater than 6 V
cm−1 (not shown in Fig. 6). The IWs ranged from 20 to 50 ms over the vulnerability window
region, with the maximal IW corresponding to a BCL of 125 ms. The IW decreased with
increasing BCL. No IWs were observed above the upper limit of vulnerability.

Activations were always observed in the PS immediately after the shock. Figure 7A shows the
first endocardial postshock activations emanating from the PS strands in the right ventricle
(RV) 10ms after the shock (strength, 3.6 V cm−1; and BCL, 130 ms). These endocardial
activations propagated transmurally and appeared on the epicardium as the earliest-propagated
focal postshock activations (shown in Fig. 7B) 40ms after the shock delivery. This

Vigmond et al. Page 10

Exp Physiol. Author manuscript; available in PMC 2010 February 12.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



breakthrough marked the end of IW. Note that the breakthrough site was situated exactly
opposite a PS insertion point in all the simulations. Often, these activations degraded into re-
entrant activity as shown in Fig. 7C. Rotors on the endocardium and epicardium are visible in
Fig. 7, which might constitute a transmural re-entry. Initial stages of the re-entry were
composed of frequent focal breakthroughs provided by the PS, which helped in stabilizing the
rotors. The PS was active throughout the re-entry duration and showed both anterograde and
retrograde conductions through PMJs.

These results indicate that the PS might have to be taken into account when modelling
ventricular defibrillation. The presence of the PS leads to re-entry initiation at lower shock
strengths, and could be the source of the first post-shock activations, providing an alternative
mechanism which may coexist with the one presented in the section ‘Mechanisms of cardiac
vulnerability and defibrillation’.

Modelling ventricular tachycardia associated with an infarct
Rationale—The role of the complex infarct geometry and altered electrophysiology of the
infarct zone in initiation and maintenance of ventricular tachycardia (VT) is not fully
understood. Current clinical practice relies on catheter recordings of endocardial electrical
activity to map the location of infarct-related re-entrant circuits (Stevenson et al. 1998).
Unfortunately, this technique is capable of providing insight into a subset of post-infarction
re-entry only. Ventricular tachycardia can arise from re-entry circuits that may traverse
transmural and epicardial regions of the myocardium (Kaltenbrunner et al. 1991). This suggests
that the complex architecture and composition of the infarct within the ventricular wall results
in the induction of multiple morphologies of VT.

The goal of this study was to elucidate how specific infarct geometry and composition result
in the formation of non-endocardially located re-entrant circuits. The study used a high-
resolution image-based canine heart model (Arevalo et al. 2008a,b) that incorporates accurate
infarct geometry and distribution generated from MR and DTMR scans (scans acquired by Dr
P.A. Helm, University of Virginia) to explore and characterize post-infarction VT formation
and maintenance. The model is currently being validated with sock epicardial data recordings
at Johns Hopkins University School of Medicine.

Simulation protocol—Figure 8A and B shows the model generated from high-resolution
MR and DTMR scans of a canine heart ~4 weeks post-infarction scanned at a resolution of
300 µm × 300 µm × 800 µm, using the new image-based model generation pipeline described
in the section ‘Construction of geometrical models’. The model incorporates accurate cardiac
geometry, including representations of the different regions of the infarct, namely, a non-
excitable scar and the partly viable border zone (Fig. 8A), and realistic fibre orientation obtained
from the DTMR data (Fig. 8B). Border zone conductivity values were assigned based on
previous studies reporting a 90% decrease in transverse coupling due to gap junctional
remodelling (Yao et al. 2003). The infarct scar and atria were assumed non-excitable.

The ionic kinetics in the normal and border zone myocardium were represented by the Luo–
Rudy dynamic model (Luo & Rudy, 1994). Membrane kinetics in the border zone was modified
based on data from the literature. Previous studies of the border zone in infarcted canine hearts
have reported a reduction in peak sodium current to 38% of the normal value (Pu & Boyden,
1997), in peak L-type calcium current to 31% of normal (Dun et al. 2004), and in peak
potassium currents IKr and IKs to 30 and 20% of the maximum (Jiang et al. 2000), respectively.
These modifications result in longer action potential duration and decreased excitability
compared with the normal myocardium. The mathematical description of current flow in
cardiac tissue was based on the monodomain representation.
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To examine the arrhythmogenic propensity of the infarct substrate, an aggressive pacing
protocol was delivered from the apex (Fig. 8C), similar to protocols used for clinical evaluation
of patients with myocardial infarction. Pacing commenced at a BCL of 250 ms for five beats
(S1); 450 ms after the last S1, six stimuli were delivered at progressively shorter coupling
intervals, starting at 190 ms and decreasing in steps of 10 ms. The induced activity was
monitored for an additional 2.5 s. The model findings, as described below, are in good
agreement with sock recordings on the epicardial surface (Ashikaga et al. 2007).

Findings—Figure 9 illustrates the events that lead to VT induction. It depicts isochrones of
epicardial activation times for the time period from the onset of a given stimulus (S4, S5 and
S6) to the time of delivery of the subsequent stimulus. Images on the right present the intramural
activation pattern on a slice through the heart, the location of which is indicated by the white
line on the S4 epicardium.

Judging from the fibre orientations shown in Fig. 8, the wavefront on the epicardium propagates
in a direction transverse to the fibres. Upon reaching the border zone, the decreased transverse
conductivity there results in a significantly slower conduction compared with the surrounding
normal tissue. This can be seen from the shorter distance between isochrones in Fig. 9. Faster
wavefronts from the normal myocardium converge into the border zone laterally (white
arrows), activating the entire border zone. In the S5 panel of Fig. 9, the transmural view also
shows late activation of the border zone due to the wavefront propagating from the normal
myocardium. Since the border zone has a longer action potential duration, it remains refractory
while the surrounding myocardium is fully recovered.

At slow pacing rates, the refractory border zone does not result in re-entry formation, since it
recovers before the arrival of the subsequent beat. As the pacing rate is increased, the wavefront
encounters refractory tissue, resulting in conduction block. In the S6 panel of Fig. 9, a sizeable
portion of border zone does not activate because of conduction block of the preceding beat
(black region), providing a pathway for re-entry. This region of block later becomes the conduit
for wavefront propagation from the intramural border zone towards the surface. When pacing
is completed, the activation from within the border zone tissue develops into an epicardial
quatrefoil re-entry. The re-entry core remains within the border zone and is sustained
throughout the simulation with a rotation frequency of 5Hz.

Previous experimental studies of infarcted canine hearts have reported the induction of VT
with epicardial re-entry morphology (Ashikaga et al. 2007; Ciaccio et al. 2007). The novel
image-based modelling technique developed for this study revealed that decreased excitability,
longer action potential duration and reduced conduction velocity throughout the border zone
promoted conduction block and wave break that develops into epicardial re-entry. Furthermore,
the simulation showed that the site of wave break and re-entry formation occurred in both the
epicardial and the intramural portions of the border zone. Owing to the relative position of the
scar, the arrhythmogenic substrate would be undetectable by electrical mapping of the
endocardium. Thus, this study showcased the utility of computational methods in predicting
sites of re-entry formation and maintenance.

Concluding remarks
This article presented the state-of-art in computational modelling of the heart as developed by
our team, both in terms of methodology and in the use of these models to address issues in
cardiac electrophysiology pertinent to arrhythmogenesis and the response of the heart to
electric shocks. It examined both the geometrical assembly of the models, presenting the new
pipeline for developing image-based models of the heart, and the numerical techniques
employed to solve the governing equations. The studies presented here demonstrate that
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simulating cardiac electrical function is a successful integrative multiscale modelling approach
pertinent to human disease. While general principles of cardiac propagation were seen in these
studies, similar to previous modelling work in the field (Berenfeld & Jalife, 1998; Ten Tusscher
et al. 2007; Clayton, 2008), specific outcomes were only manifest here because of the detailed
anatomical representation of the organ. With a large number of accurate heart models, as
available through our pipeline, we can uncover important phenomena and identify structures
in which pathologies are likely to arise.

Although not detailed in this paper, the heart is ultimately a mechanical pump with important
electromechanical feedback mechanisms. Integration of mechanical and electrical function in
computer models is needed to fully address cardiac performance (Hunter et al. 2003; Vigmond
et al. 2007; Kerckhoffs et al. 2008; Niederer & Smith, 2008; Gurev et al. 2008). Today we
stand at the threshold of a new era in computational modelling of the heart. Anatomically
detailed, tomographically reconstructed models of hearts from various species are being
developed, as demonstrated here, that integrate functions from the ion channel to the
electromechanical interactions in the intact heart (Hunter et al. 2008). Such models hold great
promise for enhanced interpretation of clinical and physiological measurements in terms of
cellular mechanisms and for improving the basic understanding of the mechanisms of
dysfunction in disease conditions, such as re-entrant arrhythmias, myocardial ischaemia and
heart failure. Although this progress has been encouraging, efforts to develop comprehensive
human heart models have lagged well behind those aimed at simulating animal models (Rudy
et al. 2008), and a concerted effort is needed to understand the differences and similarities
between human and animal cardiac electrophysiological behaviour. Furthermore, we need to
make better use of available human data to develop integrative, physiologically realistic
multiscale models of the human heart. We also need to combine these models with patient-
specific clinical information towards the goal of developing new tools and technologies that
can inform clinical decisions and improve healthcare delivery.
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Figure 1. Coarse geometry 3-D model of rabbit ventricular anatomy
Colours represent a propagating wavefront.
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Figure 2. The application of the high-resolution image-based model generation pipeline to an
example image slice
The original image slice is shown at the top. The sequence of rectangular blocks illustrates the
results as the slice is processed through steps 1 to 6 in the pipeline.
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Figure 3. Anterior view of the rabbit ventricular model in the perfusing bath with plate electrodes
that generate a uniformly applied electric field
Pacing stimuli were applied at the LV apex. The shock induced regions of positive and negative
virtual electrode polarization (red and blue regions).
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Figure 4. Post-shock tunnel propagation
A, distributions of transmembrane potential in a ventricular cross-section at shock end (230
ms) and 10 ms after (240 ms) for 16 V cm−1 monophasic shock at a 220 ms coupling interval.
B, propagation, in the region indicated in by the box in A, of initiating postshock activation
following the shock. Black open triangles indicate immediate postshock excitation. Asterisk
denotes initiating postshock activation arising from intramural virtual electrodes. C, epicardial
breakthrough of tunnel propagation (310 ms) and fibrillation initiation (350 ms). In B and C,
white arrows mark propagation direction.
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Figure 5. Distributions of transmembrane potential on the epicardial surface for (from left to right)
preshock VF, shock end (0 ms), and 37 and 55 ms postshock for 16 V cm−1 monophasic shock
Preshock VF scroll-wave filaments are shown in pink in the semi-transparent apical view.
Epicardial breakthrough of intramural propagation occurs after an isoelectric window of 55
ms.
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Figure 6. Region of vulnerability determined from the burst pacing protocol
The shaded region represents successful re-entry induction. The darker shaded region
corresponds to a non-sustained re-entry.
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Figure 7. Post-shock Purkinje system activation determines isoelectric window
A, the earliest endocardial activations following the 3.6 V cm−1 shock during the burst pacing
protocol (BCL 130 ms) are induced by Purkinje strands. B, these activations propagate
transmurally to appear as the first propagated postshock breakthrough on the epicardium that
marked the end of IW. Black arrow shows the breakthrough location. C, postshock activations
degrade into re-entry; rotors are seen on RV epicardium (left) and endocardium (right).
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Figure 8. MRI-derived infarcted canine heart model
A, anterior view of the infarcted canine heart with inexcitable scar (yellow) and partly viable
border zone (BZ; blue). B, the corresponding fibre orientation calculated from the DTMR,
visualized as streamlines. C, aggressive pacing protocol delivered at the LV apex to induce
VT.
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Figure 9. VT induction in anatomically detailed canine heart model
Anterior views (left) of the epicardial activation maps of figure-of-eight re-entry anchored on
the border zone 200 ms following aggressive apical pacing (S4, S5 and S6) and the
corresponding long axis transmural views of the activation maps (right; view indicated by
dashed line in S4).
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