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We understand speech from different speakers with ease, whereas artificial speech recognition systems struggle with this task. It is
unclear how the human brain solves this problem. The conventional view is that speech message recognition and speaker identification
are two separate functions and that message processing takes place predominantly in the left hemisphere, whereas processing of speaker-
specific information is located in the right hemisphere. Here, we distinguish the contribution of specific cortical regions, to speech
recognition and speaker information processing, by controlled manipulation of task and resynthesized speaker parameters. Two func-
tional magnetic resonance imaging studies provide evidence for a dynamic speech-processing network that questions the conventional
view. We found that speech recognition regions in left posterior superior temporal gyrus/superior temporal sulcus (STG/STS) also encode
speaker-related vocal tract parameters, which are reflected in the amplitude peaks of the speech spectrum, along with the speech message.
Right posterior STG/STS activated specifically more to a speaker-related vocal tract parameter change during a speech recognition task
compared with a voice recognition task. Left and right posterior STG/STS were functionally connected. Additionally, we found that
speaker-related glottal fold parameters (e.g., pitch), which are not reflected in the amplitude peaks of the speech spectrum, are processed
in areas immediately adjacent to primary auditory cortex, i.e., in areas in the auditory hierarchy earlier than STG/STS. Our results point
to a network account of speech recognition, in which information about the speech message and the speaker’s vocal tract are combined
to solve the difficult task of understanding speech from different speakers.

Introduction
The same sentence, spoken by different speakers, can sound very
different, and the acoustic differences between speakers enable us
to relate speech to a specific person and recognize each other by
voice. Also, changing voice properties can be useful in adapting to
a specific context, such as whispering in quiet surroundings.
However, to extract meaning and understand what has been said,
the variability within and between speakers must be resolved.
This is a nontrivial problem, and the sophisticated algorithms
used by speech recognition machines still perform well below
humans (Deng et al., 2006; O’Shaughnessy, 2008). Currently, it is
unclear why human speech recognition is so robust to variation
in speaker characteristics (Friederici, 2002; Wong et al., 2004;
Hickok and Poeppel, 2007; Obleser and Eisner, 2009).

One of the main obstacles to understanding speech from dif-
ferent speakers is that the formant frequencies (i.e., the amplitude
peaks in the frequency spectrum of speech sounds) contain in-
formation about both the type of speech sound (/a/, /i/, /n/, etc.)

and speaker-related vocal tract parameters. This information is
fundamentally intermingled and difficult to separate (Joos, 1948;
Ladefoged and Broadbent, 1957; Sussman, 1986; Nearey, 1989;
Welling et al., 2002; Adank et al., 2004; Johnson, 2005; Ames and
Grossberg, 2008; Turner et al., 2009) (see Fig. 1). In contrast,
glottal fold parameters do not affect the formant position or tim-
bre. Rather, they determine voice pitch or whether speech is
voiced or whispered.

With a recently described approach (Kawahara et al., 2004),
natural speech sounds can be modified in a major speaker-related
vocal tract parameter, i.e., vocal tract length (VTL). Previous
functional magnetic resonance imaging (fMRI) studies using
these resynthesized sounds revealed that regions in posterior
superior temporal gyrus/superior temporal sulcus (STG/STS) re-
spond specifically to VTL information in human speech in con-
trast to similar information in, for example, animal calls (von
Kriegstein et al., 2007). The reason for this specificity is unclear.
VTL information is an important cue for speaker recognition
(Lavner et al., 2000), and regions responding to this information
might be involved in recognizing other humans by voice (Belin et
al., 2004; von Kriegstein and Giraud, 2004). Another reason
might be that posterior STG/STS is responsive to VTL changes,
because this area contributes to speech recognition by processing
information about speaker-specific vocal tract dynamics. Using
two fMRI studies, we focus on testing this latter hypothesis. We
show that VTL-sensitive regions in posterior STG/STS are in-
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volved in speech recognition and that left and right posterior
STG/STS are functionally connected when recognizing speech in
the context of changing speakers. In addition, we harnessed the
distinction between vocal tract and glottal fold parameters to
show that (1) posterior STG/STS is involved in processing both
speaker-specific formant and speech information and that (2)
speaker-related glottal fold and vocal tract parameters are pro-
cessed in separate brain regions. We present a hypothesis of how
speaker-related acoustic variability is dealt with by the human
brain. In addition, we discuss the implications of our findings for
two influential but opposing theoretical accounts (abstractionist
vs exemplar models) of speech processing (Goldinger, 1996;
Pisoni, 1997).

Materials and Methods
Stimuli
The stimuli were based on syllables recorded from a single speaker (16 bit
resolution, 48 kHz sample rate) that were preprocessed with level balanc-
ing to minimize loudness differences, and perceptual centering to reduce
rhythmic distractions as described previously (von Kriegstein et al.,
2006). Experiment 1 contained 96 syllables (48 consonant–vowel, 48
vowel– consonant). Experiment 2 contained 150 vowel– consonant–
vowel syllables. Versions of the original syllables were synthesized to
simulate speakers with different glottal pulse rate (GPR) and VTL using a
sophisticated vocoder referred to as STRAIGHT (Kawahara et al., 1999,
2004). In addition, whispered syllables were produced by resynthesizing
the recorded speech sounds with a broadband noise and lifting the spec-
trum 6 dB per octave to match the spectral slope of whispered speech
(Fujimura and Lindqvist, 1971). For both experiments, spoken syllables
were concatenated to form syllable sequences. Example syllable se-
quences for both experiments are available online as supplemental data
(available at www.jneurosci.org as supplemental material). In experi-
ment 1 (supplemental Fig. S1, available at www.jneurosci.org as supple-
mental material), sequences lasted 9.44 s and contained eight syllabic
events (680 ms stimulus, 500 ms pause). In experiment 2 (supplemental
Fig. S1, available at www.jneurosci.org as supplemental material), all
syllable sequences lasted 8.4 s and contained six syllabic events (1100 ms
stimulus, 300 ms pause). Before each sequence, participants received a
visual instruction to perform either a speech recognition task (“speech
task”) or a control task (which was a “loudness task” in experiment 1 and
a “speaker task” in experiment 2) (see below).

Experimental design
Experiment 1
Experiment 1 was a 2 � 2 � 2 factorial design with the factors VTL (VTL
varies/VTL fixed), task (speech task/loudness task), and glottal fold pa-
rameters (voiced/whispered) (supplemental Fig. S1, available at www.
jneurosci.org as supplemental material). It was used to address three
questions that we will detail in the following.

Do VTL-sensitive regions in posterior STG/STS also participate in speech
recognition tasks? To locate VTL-sensitive regions, half of the syllable
sequences contained syllable events that differed in vocal tract length
(VTL varies); during the other half, the VTL of the speaker was fixed
(VTL fixed). VTL values were resynthesized to range from 10.6 to 21.7 cm
in eight equal logarithmic steps. To investigate responses to speech rec-
ognition, we included a speech task (speech task) and a control task
(loudness task) in the design. In the speech task, subjects indicated via
button press whether the current syllable was different from the previous
one. In the loudness task, subjects indicated via button press whether the
level of the current syllable was different from the previous one. Within each
syllable sequence, there were three different syllables (e.g., /ga/, /ke/, /la/;
/mu/, /mi/, /ka/; etc.) and three different values of sound level [values
differed by 9 –12 dB sound pressure level (SPL)]. The changes in syllable
and sound level were independent. Each sequence (with a specific stim-
ulus combination) always occurred twice, once in the speech task and
once in the loudness task. To address the question whether posterior
STG/STS responds to VTL as well as to the speech task, we tested regions

responsive to VTL (“main effect of VTL”), to the speech task (“main
effect of task”), as well as the interaction between the two (“VTL � task”).
In this interaction, we were specifically interested in regions responding
more to a speech task when VTL varied while controlling for stimulus as
well as for task effects: (VTL varies/speech task � VTL varies/loudness
task) � (VTL fixed/speech task � VTL fixed/loudness task).

Do VTL-sensitive regions in posterior STG/STS respond differently to
different glottal fold parameters, i.e., voiced and whispered speech? Glottal
fold parameters do not influence the formant position in the speech
spectrum (Fig. 1). Therefore, if posterior STG/STS contains a mechanism
for formant processing, responses to voiced and whispered speech
should be similar in this region. Half of the syllable sequences in experi-
ment 1 were voiced (fundamental frequency set at 160Hz) and half of
them were whispered. To check whether VTL-sensitive regions in poste-
rior STG/STS respond similarly to voiced and whispered speech, we used
two approaches. First, we performed contrasts for the main effect of VTL,
the main effect of task, and the VTL � task interaction separately for
voiced and whispered speech and entered these contrasts in a second-
level t statistic for a conjunction analysis (e.g., conjunction of “main
effect of VTL voiced” and “main effect of VTL whispered”). Second, we
tested the interaction between the contrasts of interest with the factor
“glottal fold parameter” at a relatively low statistical threshold ( p � 0.01
uncorrected).

Where are glottal fold parameters processed in the human brain? The
inclusion of voiced and whispered speech permits a test of where these
two glottal fold parameters are processed differentially in the human
brain. We probed the “main effect of glottal fold parameter” in both
directions, i.e., voiced � whispered and whispered � voiced.

In summary, experiment 1 had a 2 � 2 � 2 factorial design with eight
experimental conditions: (1) speech task, VTL varies, whispered; (2)
speech task, VTL varies, voiced; (3) speech task, VTL fixed, whispered;
(4) speech task, VTL fixed, voiced; (5) loudness task, VTL varies, whis-
pered; (6) loudness task, VTL varies, voiced; (7) loudness task, VTL fixed,
whispered; (8) loudness task, VTL fixed, voiced. The experiment also
included a silence condition. The order of conditions was randomized.

Experiment 2
Experiment 2 was a 2 � 2 factorial design with the factors VTL (VTL
varies/GPR varies) and task (speech task/speaker task) (supplemental
Fig. S1, available at www.jneurosci.org as supplemental material). It was
designed to complement experiment 1 by addressing the following two
questions.

Is VTL-sensitive posterior STG/STS specifically processing formant infor-
mation? When listening to sequences with varying VTL, subjects usually
have the impression that the speech sounds are produced by different
synthetic speakers (E. Gaudrain, S. Li, V. S. Ban, R. D. Patterson, unpub-
lished observations). In contrast, the sequences with fixed VTL are per-
ceived as spoken by the same speaker. The high-level percept of different
speakers is a confound when investigating the acoustic effect of vocal
tract length. By acoustic effect, we mean the speaker-related shift in for-
mant positions. In experiment 2, half of the syllable sequences were
spoken by speakers that differed in VTL, and the other half was spoken by
speakers that differed in the vibration rate of the glottal folds (GPR). The
GPR and VTL values (GPR: 95, 147, 220 Hz; VTL: 9.1, 13.6, 20.3 cm) were
chosen because preliminary behavioral studies indicated that subjects
perceive these values as a change of speaker rather than a change of the
voice characteristics within the speaker. GPR changes affect the pitch of
the syllable but do not alter the formant positions. In contrast, VTL
changes shift the formant frequencies but not the pitch. Thus, only VTL
information is intermingled with the formant information determining
the speech message (e.g., /a/), whereas GPR information is independent
(Fig. 1). To test whether posterior STG/STS is processing speaker-related
formant information, we probed the main effect of VTL (i.e., VTL var-
ies � GPR varies).

Is VTL-sensitive posterior STG/STS specifically modulated by the speech
task? During a speech task, subjects might automatically process the
speaker characteristics of the stimulus significantly more than they do in
a comparable loudness task. This could potentially explain differential
responses in experiment 1 for the main effect of task (speech task �
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loudness task) and the VTL � task interaction [(VTL varies/speech
task � VTL varies/loudness task) � (VTL fixed/speech task � VTL fixed/
loudness task)]. Such an explanation would counter our hypothesis that
posterior STG/STS is responding to speaker-specific formant informa-
tion to use this information for speech recognition. Accordingly, in ex-
periment 2, we included not only a speech task but also a speaker task. In
the speech task, subjects indicated via button press whether the current syl-
lable was different from the previous one. In the speaker task, subjects indi-
cated via button press whether the current speaker was different from the
previous one. Subjects were asked to only score two consecutive syllable
events as different if they clearly perceived a change of speaker rather than
a change of the voice of one speaker. Within each sequence, there were
three different syllables (e.g., /aga/, /ake/, /ala/; or /esi/, /elu/, /ero/; etc.)
and three different speakers (i.e., different VTLs or different GPRs).
Changes in syllable and speaker were independent. Each sequence (with
a specific stimulus combination) always occurred twice, once in the
speech task and once in the speaker task.

To test whether VTL-sensitive posterior STG/STS is specifically in-
volved in speech recognition, we tested the blood oxygen level-
dependent (BOLD) signal changes for the contrast main effect of task
(i.e., in the direction speech � speaker task) and for the task � VTL
interaction, i.e., (VTL varies/speech task � VTL varies/speaker task) �
(GPR varies/speech task � GPR varies/speaker task).

In summary, experiment 2 was a 2 � 2 factorial design with four
conditions: (1) speech task, VTL varies; (2) speech task, GPR varies; (3)
speaker task, VTL varies; (4) speaker task, GPR varies. The experiment
additionally included a silence condition. The order of conditions was
randomized.

Participants
Eighteen subjects participated in experiment 1 (all right handed; 10 fe-
male, 8 male; aged 19 – 40 years; mean age of 26 years; native language: 15

English, 2 German, 1 Spanish). In experiment 2, 14 subjects were in-
cluded in the analysis (all right handed; 5 female, 9 male; aged 20 –37
years; mean age of 26 years; native language: 11 English, 2 German, 1
Spanish). All subjects were proficient in English and had been living in
the United Kingdom for at least 3 years at time of testing. None of the
subjects was trained in a tone language. Five additional subjects were
excluded from experiment 2 to match behavioral performance for the
different conditions across the group (supplemental Table S1, available
at www.jneurosci.org as supplemental material). All subjects gave in-
formed consent, and the experiment was performed with the approval of
the Institute of Neurology Ethics Committee (London, UK). None of the
subjects had any history of neurological or psychiatric disorder. All sub-
jects reported having normal hearing, and they all had normal structural
MRI brain scans.

Scanner setup
The stimuli were delivered using a custom electrostatic system at 70 dB
SPL. After each syllable sequence, functional gradient-echo planar im-
ages (EPIs) were acquired [sparse imaging (Hall et al., 1999)] on a 3 T
scanner (42 slices; �5° tilt; slice thickness of 2 mm, interslice distance of
1 mm; cardiac triggering; Siemens). Because of the cardiac triggering,
there was a variable scan repetition time (time to repeat, 2.73 s � length
of stimulus presentation � time to next pulse; time to echo, 65 ms). The
42 transverse slices of each brain volume covered the entire brain. The
task instruction was presented during the last 10 slice acquisitions of each
volume. It was followed by a fixation cross displayed during the subse-
quent stimulus sequence. Experiment 1 included 222 brain volumes for
each subject (3 runs of 74 volumes each). Experiment 2 included 210
brain volumes for each subject (5 runs of 42 volumes each). Subjects were
allowed to rest for several minutes between runs. The first two volumes
were discarded from each run. Thus, there were 24 volumes for each of
the eight experimental conditions plus 24 volumes for the silence condi-
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Figure 1. The contribution of glottal fold and vocal tract parameters to the speech output. A, Shown is a sagittal section through a human head and neck. Green circle, Glottal folds; blue lines,
extension of the vocal tract from glottal folds to tip of the nose and lips. B, The three plots show three different sounds determined by glottal fold parameters. In voiced speech, the vibration of the
glottal folds results in lower voices (120 Hz GPR; top) or higher voices (200 Hz GPR; middle). If glottal folds are constricted, they produce a noise-like sound that is heard as whispered speech (0 Hz
GPR; bottom). C, The vocal tract filters the sound wave coming from the glottal folds, which introduces amplitude peaks at certain frequencies (“formants”; blue lines). Note that the different glottal
fold parameters do not influence the formant position. D, Both speech- and speaker-related vocal tract parameters influence the position of the formants. Here we show as an example the formant
shifts associated with the speech sounds /u/ and /a/ (first and second plot) and an /a/ with a shorter and longer vocal tract length (second and third plot).
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tion in experiment 1. In experiment 2, there were 40 volumes for each of
the four experimental condition plus 40 volumes for the silence
condition.

Data analysis
The behavioral data were analyzed using SPSS 12.02.

Imaging data were analyzed using the statistical parametric mapping
package (SPM5; http://www.fil.ion.ucl.ac.uk/spm). Scans were re-
aligned, unwarped, and spatially normalized (Friston et al., 1995a) to
Montreal Neurological Institute (MNI) standard stereotactic space
(Evans et al., 1993) and spatially smoothed with an isotropic Gaussian
kernel of 8 mm full-width at half-maximum.

Activity analyses
Statistical parametric maps were generated by modeling the evoked he-
modynamic response for the different stimuli as boxcars convolved with
a synthetic hemodynamic response function in the context of the general
linear model (Friston et al., 1995b). Population-level inferences concern-
ing BOLD signal changes between conditions of interest were based on a
random-effects model that estimated the second-level t statistic at each
voxel. To display common activations for similar contrasts in both ex-
periments (see Figs. 2, 4), we entered the contrasts of interest (e.g.,
“speech task � loudness task” and “speech task � speaker task”) for each
subject in a second-level t statistic and performed a conjunction across
the two contrasts.

Connectivity analyses (psychophysiological interactions)
Based on our activity results (see Results), the hypothesis was generated
that left and right STG/STS are functionally connected when recognizing
speech in the context of changing speakers. To test this hypothesis, we
performed psychophysiological interaction analyses (PPI) (Friston et al.,
1997). We selected the left posterior STG/STS as seed region of interest,
identified at the individual subject level using the main effect of VTL
(supplemental Table S2, available at www.jneurosci.org as supplemental
material). Subjects for which a cluster of the main effect could be local-
ized in left posterior STG/STS were included in the PPI analyses (exper-
iment 1, n � 17; experiment 2, n � 11; Z-score �1.5). We extracted the
first eigenvariate from these clusters (PPI-seed regions). PPI regressors
were created using routines implemented in SPM5. The psychological
variables were the interaction contrasts: (syllable task/VTL varies � syl-
lable task/VTL fixed) � (loudness task/VTL varies � loudness task/VTL
fixed) in experiment 1 and (syllable task/VTL varies � syllable task/GPR
varies) � (speaker task/VTL varies � speaker task/GPR varies) in exper-
iment 2. PPI regressor, psychological variable, and first eigenvariate were
entered in a design matrix at the single-subject level. Population-level
inferences about BOLD signal changes were based on a random-effects
model that estimated the second-level statistic at each voxel using a one-
sample t test.

Significance thresholds for fMRI data and anatomical hypotheses
For each contrast, responses were considered significant at p � 0.001,
uncorrected, if the localization of activity was in accordance with a priori
anatomical hypotheses. Anatomical hypotheses for the main effect of
VTL, main effect of task, and the interaction between the two were
restricted to STG/STS based on previous studies on VTL processing
(von Kriegstein et al., 2006, 2007). Hypotheses for the PPI interac-
tions were restricted to right STG/STS. Based on studies investigating
pitch processing with complex artificial nonspeech sounds, the hy-
pothesis for BOLD responses related to pitch in the present experi-
ment (GPR) were restricted to anterolateral Heschl’s gyrus and
planum polare (Griffiths et al., 2001; Patterson et al., 2002; Penagos et
al., 2004; Bendor and Wang, 2005). Otherwise, responses were con-
sidered significant at p � 0.05 familywise error (fwe) corrected.

Regions are claimed to overlap if they adhere to both of the following
criteria: (1) overlap on visual inspection given the above significance
criteria and (2) activation by one contrast (i.e., speech task � control
task) is significant in a region of interest defined by another contrast (i.e.,
VTL varies � VTL fixed) at p � 0.05 fwe corrected.

In the text, we only refer to activations that conform to these signifi-
cance criteria. All other regions at p � 0.001 uncorrected are listed in the
tables for the respective contrast.

To plot percentage signal changes for significant activations, we ex-
tracted the parameter estimates from the region of interest at the voxel in
which we found the maximum value of the statistic. These values were
then plotted using SPSS 12.02.

Results
We begin with the contrasts relevant to the hypothesis that pos-
terior STG/STS is responsive to speaker-specific formant infor-
mation (VTL) and at the same time contributes to speech
recognition. These contrasts are partly also relevant to the second
hypothesis, which is that VTL is processed in different regions
from glottal fold parameters. This is tested by the contrast VTL
varies � GPR varies and GPR varies � VTL varies in experiment
2 and by testing for differences in BOLD activation between con-
ditions with the two glottal fold parameters voiced and whispered
speech in experiment 1.

Speaker-related vocal tract changes are processed in
posterior STG/STS: VTL varies > VTL fixed (experiment 1)
and VTL varies > GPR varies (experiment 2)
In experiment 1, the contrast VTL varies � VTL fixed revealed
BOLD responses along bilateral STG and STS (supplemental Table
S3, Fig. S2, red, available at www.jneurosci.org as supplemental
material). In experiment 2, the contrast VTL varies � GPR varies
shows responses in left posterior STG/STS (supplemental Table
S3, Fig. S3, red, available at www.jneurosci.org as supplemental
material). Activation in the right posterior STG/STS only shows a
trend to significance (Z � 2.9) (supplemental Table S3, available
at www.jneurosci.org as supplemental material). A conjunction
analysis involving these two contrasts is displayed in Figure 2
(red) showing the common activation in left posterior STG/STS
[MNI coordinates: (�58, �50, 10) and (�60, �36, 10)].

In experiment 1, behavioral performance was better in condi-
tions with fixed VTL compared with varying VTL (main effect of
VTL, F(1,17) � 41, p � 0.0001). In experiment 2, the behavioral
performance was matched for the two conditions F(1,13) � 2.408,
p � 0.15 (Table 1).

Left posterior VTL-sensitive STG/STS is modulated by
speech recognition: Speech task > loudness task (experiment 1)
and speech task > speaker task (experiment 2)
There is more activation in STG/STS during the speech task than in
the loudness task (experiment 1) (supplemental Fig. S2, green, avail-
able at www.jneurosci.org as supplemental material) and also in
contrast to the speaker task (experiment 2) (supplemental Fig. S3,
green, available at www.jneurosci.org as supplemental material).
All activated regions are listed in supplemental Table S4 (avail-
able at www.jneurosci.org as supplemental material). A conjunc-
tion analysis of the two contrasts is displayed in Figure 2
(green) showing the common activation in left STG/STS. In
both experiments, activation for the speech task, in contrast to
the control task, overlaps with the main effect for VTL in left
posterior STG/STS (Fig. 2) (supplemental Figs. S2, S3, green
and red overlap, available at www.jneurosci.org as supplemen-
tal material).

At the behavioral level, in experiment 1, the speech task was
easier than the control task, i.e., the loudness task (F(1,17) � 157,
p � 0.001) (Table 1). Behavioral performance in experiment 2
was the same for the syllable and the control task, i.e., the speaker
task (F(1,13) � 0.246, p � 0.63) (Table 1).
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Right posterior STG/STS is modulated
by speech recognition when speaker-
related vocal tract parameters vary
Task � VTL interaction (experiment 1)
We tested the following interaction:
(speech task/VTL varies � speech task/
VTL fixed) � (loudness task/VTL var-
ies � loudness task/VTL fixed). For this
contrast, we found enhanced BOLD re-
sponses in right posterior STG/STS (Fig.
3, magenta) (supplemental Table S5,
available at www.jneurosci.org as supple-
mental material).

At the behavioral level, there was no
interaction between task and VTL (F(1,17) �
17, p � 0.73).

In contrast to results of a previous
fMRI study on speaker normalization
(Wong et al., 2004), the right hemispheric
activation in our study can be explained
by neither increased task difficulty nor ac-
tivity attributable to processing voice in-
formation per se (the stimulus input was
exactly the same during the speech and
loudness tasks). One potential reason,
however, for differential responses in
right STG/STS is an implicit processing
of voice characteristics, i.e., subjects
might automatically process the speaker
characteristics of the stimulus signifi-
cantly more during a speech task com-
pared with a loudness task. In experiment
2, we control additionally for this poten-
tial confound by using a speaker task as
control task.

Task � VTL interaction (experiment 2)
The speaker task in experiment 2 focuses attention explicitly
on voice characteristics, which controls for implicit processing
of voice characteristics during the speech task. We examined
the interaction (speech task/VTL varies � speech task/GPR
varies) � (speaker task/VTL varies � speaker task/GPR var-
ies). For this contrast, there are enhanced BOLD responses in
right posterior STG/STS in a similar location to the responses
in experiment 1 (Fig. 3, cyan) (supplemental Table S5, avail-
able at www.jneurosci.org as supplemental material). At the
behavioral level, there was no VTL � task interaction (F(1,13) �
1.4, p � 0.3).

The right posterior STG/STS is commonly activated for the
interactions in experiments 1 and 2 (supplemental Table S5,
available at www.jneurosci.org as supplemental material). The
conjunction analysis for the two experiments is displayed in Fig-
ure 4 (right panel, red). In addition, Figure 4 relates the current
findings to findings of a previous study (von Kriegstein et al.,
2007) (Fig. 4, blue). The contrast shows activations that are
specific to VTL information in speech in contrast to similar
acoustic changes in another communication sound, e.g., frog
calls. VTL responsive regions in that study were located in
right posterior STG/STS [(60, �42, �2), Z � 3.12; (60, �34,
4), Z � 2.99] (Fig. 4, right panel, blue) and in left posterior
STG/STS [(�60, �32, 6), Z � 3.74; (�60, �48, 14), Z � 3.23]
(Fig. 4, left panel, blue).
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Figure 2. BOLD responses associated with the main effect of VTL (red) and main effect of task (green) as revealed by the
conjunction analysis of experiment 1 and experiment 2. The group mean structural image is overlaid with the statistical parametric
maps for the respective contrasts. “Control task” refers to loudness task in experiment 1 and to speaker task in experiment 2. L, Left
hemisphere; VTL, acoustic effect of vocal tract length. The dotted lines on the sagittal section indicate the slices displayed as
horizontal and coronal sections. The plots show the parameter estimates for experiments 1 and 2 separately. The small bar
graphs on top of the plots display the main effects and their significance threshold in a repeated-measures ANOVA. Results
of post hoc t tests are indicated by the brackets within the plot. *p � 0.05, ***p � 0.001. ns, Nonsignificant. Error bars
represent �1 SEM.

Table 1. Behavioral results

% correct SEM

Experiment 1 (n � 18)
Speech task

VTL varies 86.62 1.15
Voiced 86.10 1.27
Whispered 87.14 1.29

VTL same 89.91 1.11
Voiced 89.23 1.31
Whispered 90.59 0.98

Loudness task
VTL varies 74.27 1.09

Voiced 77.23 1.25
Whispered 71.30 1.23

VTL same 77.31 1.21
Voiced 81.22 1.23
Whispered 73.39 1.49

Experiment 2 (n � 14)
Speech task

VTL varies 91.77 1.4
GPR varies 91.31 1.5

Speaker task
VTL varies 90.85 2.5
GPR varies 89.45 2.7

The table presents the percentage correct responses over the group for each condition of the experiments. Although
there were performance differences in experiment 1 between the different conditions (see description in Results),
experiment 2 was matched for behavioral performance across all conditions.

von Kriegstein et al. • Recognizing Speech from Different Speakers J. Neurosci., January 13, 2010 • 30(2):629 – 638 • 633



Responses in posterior STG/STS are
similar for voiced and
whispered speech
The percentage signal change in left pos-
terior STG/STS is similar for the main ef-
fect VTL (VTL varies � VTL fixed) in
voiced speech and in whispered speech
(supplemental Fig. S4, red bars, available
at www.jneurosci.org as supplemental
material), and also for the main effect of
task (speech task � loudness task) (sup-
plemental Fig. S4, green bars, available at
www.jneurosci.org as supplemental ma-
terial). The percentage signal change for
the interaction in right STG/STS is also
similar for voiced and whispered speech
(supplemental Fig. S4, magenta bars,
available at www.jneurosci.org as supple-
mental material).

Functional connectivity between left
and right posterior STG/STS is
increased during speech recognition
when speaker-related vocal tract
parameters vary: PPI analyses: task �
VTL interaction (experiments 1 and 2)
We tested the functional connectivity of
left posterior STG/STS for the following
psychological variables: (speech task/VTL
varies � speech task/VTL fixed) � (loud-
ness task/VTL varies � loudness task/VTL
fixed) in experiment 1 and (speech task/
VTL varies � speech task/GPR varies) �
(speaker task/VTL varies � speaker task/GPR varies) in experi-
ment 2. The analyses reveal that activity in VTL-sensitive left
posterior STG/STS (seed region) (Fig. 5 red) has a stronger cor-
relation to activity in right posterior STG/STS (target region)
(Fig. 5, green) when recognizing speech from varying speakers
than when recognizing speech from the same speaker. Impor-
tantly, this connectivity increase is specific to speech recognition
in the context of changing speakers, because we use the task �
VTL interaction as psychological variable in the PPI. Experiment
2 additionally shows that enhanced connectivity between left and
right posterior STG/STS during speech recognition is attribut-
able to speaker VTL changes rather than speaker GPR changes. In
both experiments, the PPI target region is located in consis-
tently close proximity posterior to regions showing enhanced
activity in the task � VTL interactions [Fig. 5, magenta; the
same contrast is also displayed in Fig. 3 (magenta, experiment
1; cyan, experiment 2)].

Glottal fold parameters are processed along Heschl’s gyrus
Voiced � whispered and whispered � voiced (experiment 1)
Contrasting all conditions containing voiced sounds with all
conditions containing whispered sounds reveals an enhanced
BOLD response adjacent to primary auditory cortex in antero-
lateral Heschl’s gyrus (auditory cortex area Te1.2) (Morosan et
al., 2001) of both hemispheres (Fig. 6, red) (supplemental Table
S6, available at www.jneurosci.org as supplemental material).
The reverse contrast (whispered � voiced) reveals responses in
and around the posteromedial end of Heschl’s gyrus (Te1.1) in
both hemispheres (familywise error corrected, p � 0.05) (Fig. 6,
yellow) (supplemental Table S6, available at www.jneurosci.org

as supplemental material). There was a significant location
(Te1.1, Te1.2) � glottal fold parameter (voiced/whispered) in-
teraction (F(1,17) � 123, p � 0.001) (Fig. 6, plot).

Behavioral performance was better, on average, for voiced
than whispered speech (F(1,17) � 38, p � 0.001) (Table 1). This
difference was attributable to performance differences in the
loudness task [task � glottal fold parameter interaction, F(1,17) �
53, p � 0.0001; post hoc paired t tests: whispered � voiced in the
loudness task (size fixed, t � 5.6, p � 0.0001; size variable, t � 4.8,
p � 0.001); whispered � voiced in the speech task (size fixed, t �
�1.9, p � 0.08; size variable, t � �0.7, p � 0.5)]. We probed a
task � glottal fold parameter interaction to check whether the
pattern of BOLD responses in the main effect of glottal fold pa-
rameter is attributable to these differences in behavioral perfor-
mance. There was no such interaction in Heschl’s gyrus even at a
low statistical threshold ( p � 0.05 uncorrected). Furthermore,
we found that contrasts, for which the behavioral performance is
similar (speech task whispered � speech task voiced; speech task
voiced � speech task whispered), reveal the same pattern of re-
sponses as the main effect in Te1.1 and Te1.2.

GPR varies � VTL varies (experiment 2)
The rate of glottal fold vibration (i.e., GPR) results in speech with
different fundamental frequencies. This is heard as voices with
different pitch. BOLD responses for contrasting all conditions in
which GPR varies with all conditions in which VTL varies (GPR
varies � VTL varies) partly overlap with those for the contrast
voiced � whispered but extend farther along the superior
temporal plane (Fig. 6, cyan). The behavioral performance is
matched for this contrast (Table 1).
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Figure 3. BOLD responses associated with the interaction between task and VTL. The contrast for experiment 1 is rendered in
magenta and for experiment 2 in cyan. The plots show the parameter estimates for experiments 1 and 2 separately [MNI coordi-
nates: experiment 1, (52, �22, 0); experiment 2, (68, �42, 16)]. The small bar graphs on top of the plots show the significant
interaction and main effects and their significance threshold in a repeated-measures ANOVA. Results of post hoc t test are indicated
by the brackets within the plot. *p � 0.05. ns, Nonsignificant. Error bars represent �1 SEM.
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Discussion
Our results show that speaker-related vocal tract parameters,
which influence the formant position of the speech signal, are
processed in posterior STG/STS. In contrast, speaker-related
glottal fold parameters, which do not influence the formant po-
sition, are processed in areas immediately adjacent to primary
auditory cortex, i.e., Te1.0 (Kaas and Hackett, 2000; Morosan

et al., 2001). Vocal tract parameter-
sensitive areas in posterior STG/STS are
also involved in speech recognition. Left
posterior STG/STS is (1) responsive to
changes in vocal tract parameters (main ef-
fect of VTL) and (2) modulated by a speech
recognition task (main effect of task). Right
posterior STG/STS is modulated by the
speech task only if vocal tract length varies
but not if glottal fold parameters vary
(VTL � task interaction). Functional con-
nectivity between left and right posterior
STG/STS is increased when recognizing
speech from different speakers.

Representation of speaker-related
acoustic variability
Vocal tract parameters
The experiments reported here are in ac-
cordance with previous studies investigat-
ing speaker-related vocal tract parameters
(i.e., VTL) (von Kriegstein et al., 2006,
2007). For all studies, the maximum of
BOLD responses to VTL changes occurs
in left posterior STG/STS. In all studies,
there is also activation in similar STG/STS
areas of the right hemisphere at a rela-
tively lower, sometimes nonsignificant,
statistical threshold (for experiments 1
and 2, see Table S3, available at www.
jneurosci.org as supplemental material)
(for a previous experiment, see Fig. 4).

Glottal fold parameters
In voiced speech, the glottal pulse rate is
perceived as voice pitch. Studies that con-
trast pitch-producing nonspeech sounds
with spectrally matched noises reveal
differential activation in anterolateral
Heschl’s gyrus (Te1.2) adjacent to primary
auditory cortex (Griffiths et al., 2001;
Patterson et al., 2002; Penagos et al.,
2004). The differential activation to
voiced over whispered speech overlaps
with this putative pitch processing area
(Fig. 6, red). Furthermore, differential ac-
tivation in a region adjacent to lateral He-
schl’s gyrus (Te1.2) for GPR (pitch)-
varying versus VTL-varying syllable
sequences (Fig. 6, cyan) complements
similar findings for artificial sounds
(Patterson et al., 2002). These findings
imply that voice pitch is processed in
similar areas as the pitch of nonspeech
sounds. The results are in accordance
with the assumption that there are in-
creasingly independent representations

of pitch (here elicited by GPR) and timbre (here elicited by
VTL) beyond primary auditory cortex (Nelken and Bar-Yosef,
2008; Bizley et al., 2009).

The inclusion of whispered conditions reveals a surprising re-
sult: whispered speech produces differential activation, not in pri-
mary auditory cortex but in regions immediately adjacent to it:
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1&2) 
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Figure 4. Overview of BOLD responses in right and left hemisphere. This figure also includes the BOLD responses reported in a
previous study (von Kriegstein et al., 2007). The right-sided activation for the previous study is shown at a threshold of p � 0.003
for display purposes. The voxel with the maximum statistic for this study is at (60, �42, �2), Z � 3.12.
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Figure 5. Functional connectivity (PPI) between left and right posterior STG/STS. Seed regions were taken from individual
subject clusters; here the group mean is shown (red). Target regions identified by the PPI analysis (VTL � task, connectivity) are
shown in green [MNI coordinates: experiment 1, (58, �46, 20), Z � 3.03; experiment 2, (60, �52, 20), Z � 3.26)]. BOLD
responses associated with the interaction between task and VTL (VTL � task, activity) are displayed to demonstrate their consis-
tently close proximity to PPI target regions in right posterior STG/STS.
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posteromedial Heschl’s gyrus (Te1.1) (Fig.
6, yellow). In whispered speech, the con-
striction of the glottal folds produces noise
that is, after passing through the vocal tract,
perceived as whispered speech (Abercrom-
bie, 1967). Previous studies involving noise
bursts never found comparable effects
(Griffiths et al., 2001; Patterson et al.,
2002; von Kriegstein et al., 2006). Whis-
pered speech in the current study is tech-
nically noise, but its spectrum contains
formants. Because the voiced and whis-
pered stimuli are resynthesized from the
same recordings, the conditions are pre-
cisely matched with regard to spectral
characteristics. We speculate that the ac-
tivity in Te1.1 for whispered speech is not
noise processing per se but noise that is
specifically being processed as a commu-
nication signal.

Vocal tract information in
speech recognition
One of the present key findings is that re-
gions responding to changes in vocal tract
length in posterior STG/STS are also in-
volved in speech recognition.

There is neurophysiological evidence
that relatively fast changing aspects of
auditory input, which are relevant for
speech perception, are processed in left-
hemispheric temporal lobe areas, whereas
slower changing information, e.g., iden-
tity, is predominantly processed in the
right temporal lobe (Poeppel, 2003; von
Kriegstein et al., 2003; Belin et al., 2004;
Boemio et al., 2005; Giraud et al., 2007;
Overath et al., 2007; Abrams et al., 2008;
Lewis et al., 2009). In view of this dichot-
omy, an involvement of left-hemispheric areas in speech recogni-
tion, as found in the current study, is expected, but left-hemispheric
processing of speaker-related vocal tract parameters is unex-
pected. Conversely, processing of speaker-related parameters in
right STG/STS is expected, but involvement of right-hemispheric
areas in speech recognition (compared with a high-level control
condition) is surprising (Scott, 2005; Vigneau et al., 2006; Leff
et al., 2008).

Why are regions in bilateral STG/STS responsive to changes in
speaker-related vocal tract parameters and to speech recognition?
It has been suggested that speech recognition involves both hemi-
spheres but with computational differences between the hemi-
spheres (Boatman et al., 1998; Hickok and Poeppel, 2000;
Boatman, 2004; Boatman et al., 2006). The exact nature of these
differences is unclear. In the following, we provide a speculative
theoretical account that explains our results in terms of distinct
but coupled mechanisms in the left and right hemisphere.

A potential mechanism for dealing with speaker-related vocal
tract variability in speech recognition
In speech recognition, the brain needs to decode a fast-varying,
information-rich, auditory input stream online. Theoretical ac-
counts of brain function suggest that online recognition can be
accomplished using dynamic models of the environment that

predict sensory input (Knill et al., 1998; Friston, 2005; Kiebel et
al., 2008). There is increasing evidence that the brain uses such a
mechanism (Wolpert et al., 1995; Rao and Ballard, 1999; Bonte et
al., 2006; Summerfield et al., 2006; von Kriegstein and Giraud,
2006; Overath et al., 2007). This scheme might be especially pow-
erful if information changing at slower time scales predicts infor-
mation at faster time scales (Kiebel et al., 2008; Balaguer-Ballester
et al., 2009). For example, knowledge of the relatively constant
vocal tract length of a speaker helps, among other constraints, to
identify possible formant positions determining the phonemes of
that speaker. Prediction of speech trajectories also implies that
the dynamic uncertainty about speaker- and speech-related pa-
rameters is encoded. Dynamic uncertainty measures are valuable
for online recognition because they preclude premature interpre-
tations of speech input.

A prediction mechanism, which is based on knowledge about
speaker characteristics, would prove useful in everyday conversa-
tional situations in which the speaker does not change rapidly.
Such a scheme, which exploits the temporal stability of speaker
parameters, would explain findings that speech from the same
speaker is more intelligible than speech from changing speakers
(Creelman, 1957; Mullennix et al., 1989; Pisoni, 1997). In this
view, brain regions that encode speaker-specific parameters and
dynamic uncertainty about these are critical in a speech recogni-
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Figure 6. BOLD responses for voiced and whispered speech. The group mean structural image is overlaid with the statistical
parametric maps for the contrasts between (1) voiced � whispered speech (red), (2) whispered � voiced speech (yellow), and (3)
pitch varies � VTL varies (cyan). The plot shows parameter estimates for voiced and whispered speech in Te1.2 and Te1.1 (volume
of interest). Error bars represent �1 SEM. A repeated-measures ANOVA with the factors location (Te1.1, Te1.2) and sound quality
(voiced, whispered) revealed a significant interaction of sound quality � location (F(1,17) � 28, p � 0.0001), indicating differen-
tial responsiveness to whispered sounds in Te1.1 and to voiced sounds in Te1.2. ***p � 0.001.
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tion network (von Kriegstein et al., 2008). This would explain our
findings (1) that bilateral posterior STG/STS is involved in both
processing changes in vocal tract parameters and speech recogni-
tion and (2) that functional connectivity between left and right
posterior STG/STS increases during speech recognition in the
context of changing speakers.

We hypothesize that the right posterior STG/STS activation
reflects the extraction of speaker parameters (here VTL), which is
used by an internal model to effectively recognize the speech
message. A change in VTL, during speech recognition, would
prompt an adjustment of the vocal tract parameters of the inter-
nal model. This additional processing would not be necessary
when VTL is fixed. We assume that VTL is just one of many
speaker-related parameters that can be used to adjust an internal
model. Other relevant parameters may include speaking rate
(Adank and Devlin, 2010), visual information (e.g., face), and
social information about the speaker (e.g., accent). Furthermore,
in tone languages GPR changes are used to mark both message
and speaker changes (Wong and Diehl, 2003). We speculate that,
especially in these languages, GPR-sensitive regions in the right
hemisphere provide information about the speaker-related vari-
ation of pitch to the left hemisphere.

In line with the assumption that left- and right-hemispheric
function is specialized for distinct time scales in speech (Poeppel,
2003; Boemio et al., 2005; Giraud et al., 2007; Overath et al.,
2008), we speculate that the left posterior STG/STS deals with
vocal tract dynamics at a short time scale, e.g., at the length of one
syllable or shorter. In this view, the main function of this area is
not to determine the vocal tract parameters. Rather, left posterior
STG/STS uses speaker-related vocal tract parameters, probably in
part provided by right STG/STS, to represent fast vocal tract dy-
namics for speech recognition. Because certainty about VTL will
lend more certainty to the representation of fast vocal tract dy-
namics, a sudden speaker change will lead to increased uncer-
tainty about the fast speech dynamics. We assume that this burst
in uncertainty triggers adjustment processes in the representa-
tion of fast speech dynamics, which explains why the speech-
processing left STG/STS is also sensitive to speaker changes.

From the viewpoint of theoretical accounts of human and
artificial speech processing, the proposed mechanism is a hybrid
between abstract and exemplar models and captures the advan-
tages of both (1) the ability to extract abstract features from the
input and (2) the representation and use of speaker-related de-
tails during speech recognition. Such a scheme, which integrates
abstract and exemplar approaches, may be implemented compu-
tationally using techniques as described previously (Kiebel et al.,
2009). The location of such mechanisms in posterior STG/STS is
in line with the implication of this region in phonological repre-
sentation of speech sounds (Hickok and Poeppel, 2007; Desai et
al., 2008; Leff et al., 2008), as well as the processing of visual vocal
tract movements (Puce et al., 1998; O’Toole et al., 2002). We
hypothesize that right and left posterior STG/STS encode speech
features at various time scales and serve recognition by using a
comprehensive, internal speech model that is updated during a
speaker change.
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