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Abstract
Although the rounded-exponential (roex) filter has been successfully used to represent the
magnitude response of the auditory filter, recent studies with the roex(p,w,t) filter reveal two
serious problems: the fits to notched-noise masking data are somewhat unstable unless the filter is
reduced to a physically unrealizable form, and there is no time-domain version of the roex(p,w,t)
filter to support modeling of the perception of complex sounds. This paper describes a
compressive gammachirp (cGC) filter with the same architecture as the roex(p,w,t) which can be
implemented in the time domain. The gain and asymmetry of this parallel cGC filter are shown to
be comparable to those of the roex(p,w,t) filter, but the fits to masking data are still somewhat
unstable. The roex(p,w,t) and parallel cGC filters were also compared with the cascade cGC filter
[Patterson et al., J. Acoust. Soc. Am. 114, 1529–1542 (2003)], which was found to provide an
equivalent fit with 25% fewer coefficients. Moreover, the fits were stable. The advantage of the
cascade cGC filter appears to derive from its parsimonious representation of the high-frequency
side of the filter. It is concluded that cGC filters offer better prospects than roex filters for the
representation of the auditory filter.

I. INTRODUCTION
The frequency selectivity of the auditory system is often conceptualized as a bank of
bandpass auditory filters (Fletcher, 1940; see Patterson and Moore, 1986, for a review). In
the case of the human auditory filter, the magnitude response, or shape, of the filter has
frequently been derived from simultaneous masking experiments where a probe tone is
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masked by a notched noise that is either symmetrically or asymmetrically positioned with
respect to the probe frequency (e.g., Patterson, 1976; Patterson et al., 1982; Lutfi and
Patterson, 1984; Glasberg et al., 1984b; Moore et al., 1990; Rosen et al., 1998; Baker et al.,
1998). When the notch is centered on the frequency of the probe tone, the function that
describes how probe threshold (in dB) decreases as the edges of the notch move away from
the signal frequency is close to linear over a wide range of notch widths (Patterson, 1976),
indicating that the threshold function is approximately exponential. At the narrowest
notches, the threshold function bends down below the upward projection of the exponential
approximation, and when the notch becomes relatively wide, the threshold function bends
up from the downward projection of the exponential approximation. This led Patterson and
Nimmo-Smith (1980) to suggest that the magnitude response of the auditory filter might
well be represented by a pair of back-to-back exponential functions that were rounded in
some way at the top and bottom, in accordance with the data. They described a series of
rounded-exponential, or “roex,” functions, to represent the magnitude characteristic of the
auditory filter with a small number of filter parameters (Patterson and Nimmo-Smith, 1980;
Patterson et al., 1982; Lutfi and Patterson, 1984; Glasberg et al., 1984a). The development
of the roex filter family is described in Sec. I B–I D as it pertains to the current study.

The most successful version of the roex filter in recent times is the roex(p,w,t), originally
described in Patterson et al. (1982); it is a combination of a narrow roex(p) filter and a
broader roex(t) filter that operate in parallel to simulate the passband and tails, respectively,
of the magnitude characteristic of the human auditory filter. The interaction of the roex(p)
and roex(t) filters as a function of stimulus level has been likened to the interaction of the
“tip” and “tail” components of the cochlear filter in response to changes in stimulus intensity
(Glasberg and Moore, 2000), and this suggested that the roex filter could be used to derive
properties of human cochlear filtering from psychophysical masking experiments (e.g.,
Glasberg and Moore, 2000; Oxenham and Shera, 2003; Baker and Rosen, 2006). The
architecture of this parallel roex filter is illustrated in Fig. 1(a); the filter is described in Secs.
I D and II B. The roex(p,w,t) filter does, however, have two serious problems that would
appear to limit its usefulness: First, there are no time-domain versions of roex filters, and no
roex(p,w,t) filterbank to support research into the perception of complex waveforms like
those of speech and music. Second, the fits provided by the complete version of the
roex(p,w,t) filter are commonly unstable; the high-frequency skirts of the tip and tail filters
have proven difficult to differentiate. Attempts to solve the problem by reducing the number
of parameters have led to a version of the filter that is discontinuous (Baker et al., 1998),
which means that it is not physically realizable and not physiologically plausible.

The basic problem with the roex filter was recognized some time ago (Patterson et al.,
1987), and an alternative family of gammatone (GT) and gammachirp (GC) filters was
developed to provide time-domain simulations of auditory filtering with magnitude
responses similar to those derived with the roex filter. The compressive gammachirp (cGC)
filter (Irino and Patterson, 2001; Patterson et al., 2003) can accommodate much of the
psychophysical data that the roex filter has previously been used to explain, in particular, the
level-dependent asymmetry of the auditory filter observed in simultaneous masking (see
Patterson et al., 2003). The cGC filter has a cascade architecture as shown in Fig. 1(b); the
filter is described in Secs. I E and II C. In this paper, we show how the cGC filter avoids the
problems associated with the roex filter family, and we compare the fits to notched-noise
data provided by the cGC and roex filters to determine whether there remain aspects of
simultaneous masking that are still better explained by, or more compactly summarized by, a
roex filter.
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A. Time-domain simulation of the auditory filter
The most obvious limitation of the roex filter is the lack of a time-domain version. The
phase responses and impulse responses of roex filters are not specified, so they cannot be
used to filter a waveform. Roex “filters” are only used to filter sounds in the spectral domain
by specifying the relative attenuation imposed on frequency components of stationary
sounds. There is a standard filter design technique, based on the Fourier transform
(Oppenheim and Schafer, 1975), which can be used to generate a finite-impulse-response
(FIR) filter from a magnitude response with a continuous derivative. The filters are
symmetric, and strictly speaking, noncausal, but they could be useful in certain
circumstances, and Assmann and Summerfield (1990) showed how this technique could be
used to produce a time-domain version of the simplest roex filter—the roex(p). However,
the phase response of the filter derived in this way does not necessarily correspond to the
phase response of the auditory filter. Furthermore, the most widely used version of the
roex(p,w,t) filter is not continuous (e.g., Baker et al., 1998; Glasberg and Moore, 2000;
Bacon et al., 2002; Oxenham and Shera, 2003; Baker and Rosen, 2006), and so there is no
real prospect of creating a time-domain version of it. This suggests that there may be
something fundamentally wrong with the parallel roex filter as a representation of the
auditory filter—in particular, the way it represents the high-frequency side of the filter, and
by analogy, how it represents the action of the passive basilar membrane. This issue is
pursued in the latter part of Sec. I D.

The gammatone filter is defined in the time domain; it was originally developed by de Boer
(1975) to represent the impulse response of the cat’s auditory filter. The shape of the
magnitude spectrum is similar to that of the roex at moderate sound levels, and so the
gammatone filter was adapted to provide a time-domain simulation of the human auditory
filter (Patterson et al., 1987; 1992; Cooke, 1993), and a gammatone filterbank simulation of
basilar-membrane motion (Patterson et al., 1995). It is this representation of cochlear
filtering, rather than the roex(p) filterbank of Assmann and Summerfield (1990), that is
commonly used in auditory models that require a multichannel, time-domain simulation of
cochlear filtering; examples include models of auditory perception (e.g., Patterson et al.,
1995; Cohen et al., 1995; Hohmann, 2002), models of speech processing and speech
recognition (e.g., Kubin and Kleijn, 1999; Cooke et al., 2001; Gunawan and Ambikairajah,
2004), computational models of auditory scene analysis (e.g., Unoki and Akagi, 1999;
Roman et al., 2003; Divenyi, 2004; Irino et al., 2006), and models of auditory brain
activation (e.g., Patterson et al., 2002; Krumbholz et al., 2003).

The magnitude response of the gammatone auditory filter is essentially symmetric, and so its
use is limited to moderate stimulus levels where the auditory filter is not markedly
asymmetric. To explain the level-dependent asymmetry observed in the auditory filter, Irino
and Patterson (1997) used operator techniques to produce a more general version of the
gammatone filter with variable asymmetry; it is referred to as the gammachirp auditory filter
because the instantaneous frequency of the impulse response glides up to its asymptotic
frequency over the first few cycles. Gammachirp filters are, by their nature, physically
realizable and causal, and the corresponding gammachirp filterbanks effectively perform a
wavelet transform, which Reimann (2006) argues is the correct mathematical representation
of cochlear filtering.1 The compressive gammachirp (cGC) filter (Irino and Patterson, 2001)
can explain much of the simultaneous masking data that the roex filter has previously been
used to explain (see Patterson et al., 2003). The cGC filter also has a chirp that does not vary

1Reimann (2006) argues that the mathematics of the wavelet transform is more appropriate as a representation of cochlear filtering
than the Fourier transform.
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with level, consistent with the impulse response data obtained physiologically from small
mammals (Carney et al., 1999; de Boer and Nuttall, 2000).2

It also appears that it may be possible to extend the gammachirp filter in a straightforward
manner to explain two-tone suppression and forward masking (Irino and Patterson, 2005,
2006). The roex filter has been used to derive estimates of auditory filter width from forward
masking data (Moore and Glasberg, 1981; Oxenham and Shera, 2003; Unoki and Tan,
2005), but without a time-domain representation, the roex filter is unlikely to provide a full
account of the processing involved in forward masking and two-tone suppression. The
dynamic version of the gammachirp filter (Irino and Patterson, 2005, 2006) also provides
fast-acting compression that operates dynamically within the glottal cycle to compress
glottal pulses while maintaining good frequency resolution for the analysis of vocal-tract
resonances. It is argued that this dynamic adjustment of filter properties improves the
robustness of speech recognition. There is no prospect of implementing fast-acting
compression in a dynamic filter with discontinuous roex filters.

The success of the gammachirp family of filters has prompted us to develop a compressive,
gammachirp filter system with parallel architecture like that of the parallel roex filter [Fig.
1(a)]. The architecture of this parallel cGC filter is shown in Fig. 1(c); the filter is described
in Sec. II D. In essence, tip and tail gammachirp filters are substituted for the tip and tail
roex filters; the compression mechanism is the same in the two systems. The behavior of this
parallel cGC filter is quite similar to that of the parallel roex filter, but it has the distinct
advantage of providing a basis for a time-domain implementation, just as the gammatone
filter provided the basis for a time-domain implementation of the roex(p) filter. In this paper,
we make a quantitative comparison of the parallel roex filter, the parallel cGC filter, and the
cascade cGC filter to determine whether there remain aspects of simultaneous masking that
are still better explained by, or more compactly summarized by, a roex filter. The
comparison is based on the simultaneous notched-noise masking data of Baker et al. (1998)
and Glasberg and Moore (2000) Briefly, the results show that the parallel roex and parallel
cGC filters provide comparable fits to simultaneous masking data, and the fits obtained are
both somewhat unstable when both the tip and tail filters are complete. The cascade cGC
filter provides as good a fit as either of the parallel filters to the simultaneous masking data,
with 25% fewer coefficients, and the fits are stable. The advantage appears to be a direct
result of the architecture of the gammachirp filter with its parsimonious representation of the
high-frequency side of the filter.

B. The roex family of filters
In the original rounded-exponential filter of Patterson and Nimmo-Smith (1980), a cubic
polynomial was used to do the rounding. The quadratic term was intended to broaden the
sharp peak of the back-to-back exponentials and adjust the curvature in the region of the
center frequency to match the curvature of the data at the top of the threshold function. The
cubic term was intended to elevate the tails of the filter outside the passband, but the
interaction of the cubic term with the exponential often led to an unrealistic oscillation in the
filter characteristic where the passband gave way to the tails. Moreover, in the extremities,
the tail had downward curvature which was also unrealistic.

Subsequently, Patterson et al. (1982) proposed a second form of roex filter which was the
linear sum of two simple roex filters—one to represent the passband of the filter [roex(p)]
and the other to represent the tails of the filter outside the passband [roex(t)]. In both cases,

2The parallel architecture of the roex filter would appear to preclude a time-domain equivalent with a level-independent chirp; if the
asymmetry of the tip filter varies with level, the chirp of the impulse response will also vary with level (Carney et al., 1999).
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the exponentials were only rounded at the top, and the rounding was effected by a linear
term for simplicity. The relative weight of the component filters was represented by a fixed
coefficient, w, and the composite filter was referred to as the roex(p,w,t) auditory filter.
Provided the tail roex has shallower slopes and less gain than the passband roex, the skirts of
the passband will blend smoothly and monotonically into the tails of the filter, and this is a
distinct advantage over the original roex filter with its cubic polynomial. In addition,
Glasberg et al. (1984b) showed how the level-dependent asymmetry of the auditory filter
could be implemented by allowing the parameters of the roex(p,w,t) filter to have different
values on the lower and upper sides of the filter, producing a roex(pl, pu;wl,tl,wu,tu) filter
with six filter parameters. Different versions of this filter with roex(p) and roex(t)
components operating in parallel proved useful as representations of the auditory filter,
primarily because there are relatively few parameters in the system. For example, when the
notch width is limited, the tail roex can be replaced by a fixed floor, to produce a roex(p,r)
filter, or it can be omitted entirely, to produce a roex(p) filter (Patterson et al., 1982;
Patterson and Moore, 1986). Before proceeding to the details of the filter systems, we
describe recent developments concerning the representation of the auditory filter by roex
and gammachirp filters.

C. Roex and cGC fits to the tip of the auditory filter
It is important to note that the curvature of the parallel roex filters, in the region of the center
frequency, is determined by the passband parameter, p; there is no separate parameter, like
the quadratic term in the original roex (Patterson and Nimmo-Smith, 1980), to adjust the
curvature around the tip. The value of the passband parameter, p, is largely determined by
thresholds associated with intermediate and large notch widths (which are in turn
determined by the slope of the skirt of the filter), rather than by thresholds associated with
small notch widths (which are determined by the shape of the filter close to the tip). The
most detailed measurement of the tip of the auditory filter is presented in Patterson (1976,
Fig. 3), where threshold was measured in a symmetric notched noise for 17 notch widths
(relative notch widths between 0.005 and 0.3), for probe frequencies of 0.5, 1.0, and 2.0
kHz. The data were fitted with a fifth-order polynomial to ensure that the shape was not
unduly constrained by the threshold function; the polynomial values for the fit and the
derived auditory filters are presented in Patterson (1976, Table A.I). We refer to the filter
obtained in this way as the “unconstrained” filter.

We have compared the unconstrained auditory filter with the roex(p) and cascade cGC
filters in the region of the passband (relative notch widths between 0.0 and 0.3). In the
region around 0.1, the best fitting roex filter is consistently below the unconstrained filter by
about 0.5 dB, on average, and in the region around 0.25, it is consistently above the
unconstrained filter by a similar amount. This means that: (a) the auditory filter is flatter
than the roex(p) filter at its center frequency; (b) the bandwidth of the auditory filter is
slightly greater than that of the roex(p) filter; and (c) the maximum slope of the skirt that
defines the passband of the auditory filter is slightly steeper than suggested by the roex(p)
filter. The rms errors for the three roex fits were 0.59, 0.63, and 0.52 dB, for probe
frequencies of 0.5, 1.0, and 2.0 kHz, respectively. The fit of the cascade cGC filter is
noticeably better; the rms errors for the three probe frequencies are 0.06, 0.05, and 0.1 dB,
respectively. The consistent under- and over-estimates that arise with the roex filter do not
exist in the fits of the cascade cGC filter to the data. The discrepancy between the auditory
filter and the roex filter is not sufficiently large to be concerned about tip filter results
reported in previous studies. The point to note, however, is that the parallel roex filter does
not provide a better fit than the cascade cGC filter in the region of the passband, and the fit
of the cascade cGC to the data defining the passband of the auditory filter is extremely good.
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D. Using the parallel roex filter to represent cochlear filtering
During the latter half of the 1980’s, research on basilar membrane motion suggested that the
cochlear filter has two components; a tail filter associated with the passive motion of the
basilar membrane which is observed at high stimulus levels, and a tip filter that emerges out
of the tail filter as stimulus level decreases (Evans et al., 1989; Goldstein, 1990, 1995; Allen,
1997). The parallel roex filter with its passband and tail components seemed naturally suited
to simulate the operation of such a system, and the parallel roex filter was used in a series of
studies to fit human masking data, with the implication that the results would reflect the
properties of human cochlear filtering (e.g., Glasberg and Moore, 2000; Oxenham and
Shera, 2003; Baker and Rosen, 2006).

The initial studies using this approach were performed by Rosen, Baker, and colleagues
(Rosen and Baker, 1994, Rosen et al., 1998; Baker et al., 1998), who replicated the
asymmetric notched-noise experiment of Patterson and Nimmo-Smith (1980) using a very
wide range of probe frequencies, and a very wide range of probe levels, producing a massive
database of notched-noise data. They showed how level-dependent asymmetry and
compression could be explained with the parallel roex filter [Fig. 1(a)] by making the
weighting parameter, w, a function of level (Rosen and Baker, 1994; Baker et al., 1998).
When all of the filter parameters are level dependent, the resulting roex(pl, pu; wl,tl,wu,tu)
filter can require the specification of 18 or more filter coefficients, which typically leads to
unstable fits. Accordingly, Rosen and Baker (1994) developed a POLYFIT procedure to fit the
parallel roex filter to all of the data at one probe frequency simultaneously, and Baker et al.
(1998) showed that the parameter values for a range of center frequencies could be
summarized with linear regression functions when the parameter values are plotted as a
function of the log of center frequency. This reduced the total number of filter coefficients
from about 18 to 12. This combination of procedures allowed them to assess the effect of
making certain parameters level independent, or eliminating certain parameters altogether,
on the goodness of fit (the rms deviation between obtained and predicted thresholds).

Despite the reduction in the number of filter coefficients, however, the authors noted that the
fits were still somewhat unstable because the value of the high-frequency tail parameter, tu,
was usually close to that of the high-frequency passband parameter, pu (sometimes tu was
actually greater than pu), indicating that one component of the high-frequency side was not
really necessary to achieve a good fit. Accordingly, they removed the upper half of the tail
filter and demonstrated that this incomplete, parallel roex(pl, pu;wl,tl) filter provided an
excellent fit to the data. Subsequently, Glasberg and Moore (2000), Bacon et al. (2002),
Oxenham and Shera (2003), and Baker and Rosen (2006) gathered simultaneous or forward
notched-noise masking data for different purposes, and reported similar findings; that is,
when they fitted the complete, parallel roex filter to the data, the value of tu was not properly
constrained, and so they too adopted the incomplete, parallel roex(pl, pu;wl,tl) filter of Baker
et al. (1998), which provided excellent fits to the newer data with two parameters fewer than
the complete parallel roex filter.

Collectively these studies show that notched-noise data and the incomplete parallel roex
filter can be used to map out important features of auditory frequency selectivity, at least for
stationary stimuli specified in the spectral domain. Specifically the studies show: (i) The
auditory filter becomes progressively more asymmetric as level increases at all center
frequencies, primarily because the low-frequency tail applies progressively less attenuation;
(ii) The gain of the tip filter at its peak frequency decreases relative to the gain of the tail
filter as stimulus level increases—a finding that is often interpreted as level-dependent gain,
implying that there is compression; (iii) In the range 0.25 to 1.0 kHz, the amount of inferred
compression increases with filter center frequency.
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In the studies described above, the high-frequency side of the auditory filter was
characterized by a single roex function, pu, which was assumed to be part of the tip filter
[roex(pl, pu;wl,tl)]. This assumption was made because, at low and medium sound levels, the
output of the filter for frequencies close to the center frequency is dominated by the tip filter,
which has to have both low- and high-frequency skirts to avoid a discontinuity at the center
frequency. However, this means that at high levels, where the tail filter dominates, the filter
characteristic would once again have a prominent discontinuity at its center frequency. Such
a filter would not be physically realizable. Moreover, the tail component corresponds to the
basic low-pass filtering action of the passive basilar membrane. In other words, it is the tail
filter in the parallel roex, rather than the tip filter, that corresponds to the high-frequency
side of the filter in the cochlea. Removing the tail component from the high-frequency side
of the filter seems conceptually wrong, since it is generally assumed that the tail component
of the filter remains when the active mechanism in the cochlea is damaged (Moore, 1998).

In more general terms, the authors of the studies that employ the incomplete, parallel roex
filter seem to assume that some form of real filter could be found with a magnitude
characteristic not unlike that of the incomplete roex filter, which would justify its continued
use as a model of the auditory filter. It should, for example, be possible to smooth the
discontinuity by completing the tail filter with a very steep upper side that is fixed in shape
and so does not require extra free parameters in the fitting process. Then, an FIR filter could
be developed using the filter design technique of Oppenheim and Schafer (1975) for this
static, complete roex filter. However, such a filter would be very limited in its ability to
account for peripheral auditory processing, because using FIR techniques it would be
extremely difficult (if not impossible) to produce a time-varying version of the filter that
applies fast-acting compression, resembling the nonlinear responses of the basilar
membrane. This is because an FIR filter with the frequency resolution observed in the
cochlea would require coefficients that represent durations which are long relative to the
time-varying coefficients required to represent the fast action. In summary, the use of the
incomplete, parallel roex filter to represent cochlear filtering seems rather unsatisfactory in
its current form.

E. The gammachirp family of filters
The development of the gammatone and gammachirp filters is described in Patterson et al.
(2003, Appendix A). The compressive gammachirp (cGC) filter is composed of a passive
gammachirp (pGC) filter and a high-pass asymmetric function (HP-AF) arranged in cascade
as shown in Fig. 1(b). The pGC filter simulates the action of the passive basilar membrane
and the output of the pGC filter is used to adjust the level dependency of the active part of
the filter, which is the HP-AF. The HP-AF is intended to represent the interaction of the
cochlear partition with the tectorial membrane as suggested by Allen (1997) and Allen and
Sen (1998).3 The effect is to sharpen the low-frequency side of the combined filter, which
produces a tip in the cGC filter shape at low to medium stimulus levels. Note, however, that
there is no high-frequency side to this tip filter; it only produces high-pass filtering and
level-dependent gain in the region of the peak frequency. The fact that there is no high-
frequency side to the tip filter keeps the number of parameters to a minimum and avoids the

3The idea of combining an analytic gammachirp with a high-pass asymmetric function was originally inspired by the NonLinear
Resonant Tectorial Membrane (NL-RTM) model of Allen (1997). In this model, two filters interact as a function of level: the first
filter has a bandpass characteristic and it represents the basilar-membrane (BM) traveling wave; the second filter has more of a high-
pass characteristic and it represents the interaction between the basilar and tectorial membranes (BM-TM filter). The location of the
peak of the BM motion moves relative to the BM-TM filter as a function of signal level. The magnitude of mechanical vibration is
plotted as a function of cochlear location, as for an excitation pattern. These excitation patterns can be reinterpreted as the magnitude
spectra of auditory filters using the conversion scheme proposed by Glasberg and Moore (1990), and in this case, the filter shape is
found to be similar to the gammachirp. It still remains, however, to determine whether the conversion is applicable to physiological
observations of basilar-membrane motion.
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instabilities encountered with the parallel filter systems where the high-frequency sides of
the tip and tail filters interact.

In Patterson et al. (2003), the cascade cGC filter was fitted to the combined notched-noise
masking data of Glasberg and Moore (2000) and Baker et al. (1998). It was found that most
of the effect of center frequency could be explained by the function that describes the
change in filter bandwidth with center frequency. Patterson et al. expressed the parameters
describing the filter as a function of ERBN-rate (Glasberg and Moore, 1990), where ERBN
stands for the average value of the equivalent rectangular bandwidth of the auditory filter as
determined for young, normally hearing listeners at moderate sound levels (Moore, 2003).4

Once the parameters were written in this way, the shape of the cGC filter could be specified
for the entire range of center frequencies (0.25–6.0 kHz) and levels (30–80 dB SPL) using
just six fixed coefficients. The cascade cGC filter has several advantages: (a) The
compression it applies is largely limited to the frequencies close to the center frequency of
the filter, as happens in the cochlea (Robles et al., 1986; Recio et al., 1998); (b) The form of
the chirp in the impulse response is largely independent of level, as in the cochlea (Recio et
al., 1998; Carney et al., 1999; de Boer and Nuttall, 2000); (c) The impulse response can be
used with an adaptive control circuit to produce a dynamic, compressive gammachirp filter
(Irino and Patterson, 2005, 2006) to enable auditory modeling in which fast-acting
compression is applied as part of the filtering process.

The parallel cGC filter [Fig. 1(c)] was developed to provide a basis for a time-domain filter
with parallel architecture and a level-dependent magnitude response like that derived with
the complete, parallel roex filter [Fig. 1(b)], and also to determine whether differences
between the fits provided by the parallel roex and cascade cGC filters were due to
differences in filter architecture (parallel versus cascade) or differences in component filter
shape (roex versus gammachirp).It is also the case that the parallel cGC filter has a similar
architecture to the MBPNL filter of Goldstein (1990; 1995) and the DRNL filter of Meddis
et al. (2001), both of which are used to model a range of physiological phenomena including
compression and suppression. So, including the parallel cGC in the comparison provides a
basis for future research comparing, for example, the compression and suppression observed
psychophysically with that observed physiologically.

All three filters (parallel roex, parallel cGC, and cascade cGC) were fitted to the combined
human masking data of Glasberg and Moore (2000) and Baker et al. (1998) to determine
whether the gammachirp filters could fit simultaneous masking data as well as the complete
roex filter, and to support discussion of which might provide the best representation of
cochlear filtering, and the best time-domain, level-dependent filterbank for auditory
modeling and speech processing. Although the cascade cGC filter has been implemented as
a time-domain filter, the analysis presented in this paper is based only on the power spectra
of the stimuli; the three filters were all implemented and evaluated in the power-spectrum
domain, using the power-spectrum model of masking, which is outlined before the filters
themselves are described in detail.

4The ERBN is the average value of the equivalent rectangular bandwidth of the auditory filter for young, normal-hearing listeners at
moderate sound levels (Moore, 2003). ERBN-rate is the function that relates ERBN to frequency. These are the same definitions as in
Glasberg and Moore (1990), with the subscript added to qualify the measure. ERBN=24.7(4.37fc+1) and ERBN-rate=21.4
log10(4.37fc+1).
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II. MASKING MODEL AND FILTER ARCHITECTURE
A. The power-spectrum model of masking

The most common method for estimating the shape of the auditory filter is based on the
power-spectrum model of masking (Fletcher, 1940), and it involves data gathered with the
notched-noise, simultaneous masking technique (Patterson, 1976). The listener is required to
detect a sinusoid, referred to as the “probe,” in the presence of a noise with a spectral notch
in the region of the probe. If the edges of the noise band are steep, it is possible to write a
function that relates the probe level at masked threshold to the integral of the auditory filter.
The details of the latest version of the procedure are presented in Patterson et al. (2003).
With regard to notation: fc denotes the filter center frequency (in Hz), Ps denotes the probe
level (in dB SPL), and N0 denotes the masker spectrum level (in dB re:20 μPa) in the band
below the probe frequency between flmin and flmax and in the min max band above the probe
frequency between fumin and fumin. If min the auditory filter shape is represented as a
weighting function, W(f), then the probe level at threshold is given by

(1)

where K is a constant which is related to the efficiency of the detection mechanism
following the auditory filter.

B. The parallel roex filter
In the case of the parallel roex filter (Patterson et al., 1982, 2005),

(2)

where Wtail(f) and Wtip(f) are the weighting functions corresponding to the roex tail filter
and the roex tip filter, respectively; wlin specifies the gain of the tip filter relative to the gain
of the tail filter, in linear power units. The parallel roex auditory filter was originally written
as W(f)=wlinWtail(f)+(1–wlin)Wtip(f), so as to give 0 dB gain at the tip (Patterson et al.,
1982). We have rewritten it with a fixed tail filter [Eq. (2)] to be compatible with the current
conception of cochlear filtering, in which the passive tail filter has a fixed gain and the gain
of the tip filter varies (Patterson, et al. 2005).

The relative gain of the tip filter depends on the input/output (I/O) function of the basilar
membrane and, thus, the active mechanism of the cochlea. We use here the gain function
proposed by the Glasberg and Moore (2000), which, in dB, is

(3)

where L is the input level, A=−0.0894Gmax+10.89, B=1.1789Gmax−11.789, and Gmax is the
maximum gain applied by the cochlear amplifier in dB. The value of wdB is related to the
value of wlin by: w =10wdB/10 lin. This I/O function imposes strong compression over the
range 20 to 80 dB; outside this range the I/O function is almost linear. Baker and Rosen
(2006) have pointed out that “wlin” can be approximated by a linear function over the range
30 to 70 dB, as in Baker et al. (1998). The I/O function above is only really required if the
intensity range needs to be extended beyond 30 to 70 dB.

The roex version of the tip filter can be characterized as a function of frequency f and three
parameters,
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(4)

The expressions for the lower and upper sides of the tip filter are

(5)

where g=|f − fc| / fc, and dc=[ERBN(1000)]/[ERBN(fc)] × fc/1000. The normalized frequency
variable, g, describes the distance in frequency from the center frequency of the filter to the
edge of the noise, relative to the center frequency. By using the variable dc, the deviation
from the center frequency is expressed relative to the value of ERBN at that center frequency
(Glasberg and Moore, 1990), and the value of dc is normalized so as to have a value of unity
when fc=1000 Hz. So, the bandwidth of the tip filter is proportional to the value of ERBN for
all center frequencies (Patterson et al., 2003). Parameters pl and pu determine the sharpness
of the lower and upper skirts of the passband of the roex filter (that is, the tip filter).

The roex version of the tail filter can be expressed in a similar way,

(6)

(7)

Parameters tl and tu describe the sharpness of the tails of the filter. The parallel roex filter is
a weighted sum of the filters described by Eqs. (5) and (7), the weighting being determined
by Eq. (3). This parallel roex filter differs from that used by Baker et al. (1998) and by
Glasberg and Moore (2000) in two ways: (1) both the tip and tail filters have a lower skirt
and an upper skirt; (2) the center frequency of the tip filter is allowed to shift with level. The
shift is defined by parameter frat, which is the ratio of the center frequencies of the tip and
the tail filters, and is given by

(8)

where the superscripts 0 and 1 designate the intercept and slope of the line defining frat, and
Prxp is the level of the probe-plus-masker at the output of the tail filter whose center
frequency is equal to the probe frequency. This is the same level as that derived from the
passive gammachirp, Pgcp, in Patterson et al. (2003).

We distinguish here between parameters and coefficients. The parallel roex filter is
characterized by six parameters, tl, tu, pl, pu, Gmax, and frat. However, some of these
parameters are functions of Prxp, so the number of coefficients required to characterize the
filter is greater than six; details are provided as the issue arises in later sections. Parameters
tl and tu are level independent and determine the shape of the tail filter (bandwidth and
asymmetry) as shown in the top block in Fig. 1(a). The value of Prxp determines the values
of the parameters of the tip filter: frat, pl, pu, and wdB. The relative gain of the tip filter, wdB,
is determined by Eq. (3) and depends on Gmax. Parameters pl and pu control the shape of the
tip filter (bandwidth and asymmetry), as illustrated in the “active tip filter” block of Fig.

1(a). These parameters are also level dependent:  and . The
tip filter broadens as Prxp increases.
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C. The cascade cGC filter
We will use the terminology developed by Patterson et al. (2003) for the compressive
gammachirp (cGC) filter. The weighting function in the power-spectrum domain is

(9)

and it is a cascade of a passive gammachirp (pGC), |GCP(f)|, and a high-pass asymmetric
function (HP-AF), exp(c2θ2(f)), as illustrated in Fig. 1(b). Thus,

(10)

The pGC filter is itself a cascade of a gammatone (GT) filter and a low-pass asymmetric
function (LP-AF); that is,

(11)

|GT(f)| is the Fourier magnitude spectrum of the GT filter and aΓ is the amplitude of the
Fourier magnitude of the GT. The antisymmetric functions θ1(f) and θ2(f) are

(12)

and

(13)

where ERBN(f) is the value of ERBN at frequency f (Glasberg and Moore, 1990), fr1 is the
asymptotic center frequency of the chirp, and fr2 is the center frequency of the HP-AF. For
further details see Irino and Patterson (1997, 2001) and Patterson et al. (2003).

The cGC filter has five parameters: b1, c1, b2, c2, and frat. Parameters b1 and c1 control the
bandwidth and asymmetry of the pGC filter, respectively, as shown in the first block of Fig.
1(b). The peak frequency of the pGC is fp1= fr1+c1b1ERBN(fr1)/n1, where n1 is the order of
the gamma function which is fixed at 4 as in previous studies. Parameters b2 and c2 control
the slope and dynamic range of the HP-AF, respectively, as shown in the second block of
Fig. 1(b). The dynamic range determines the amount of compression; frat is the ratio of the
peak frequency of the passive GC (fp1) to the center frequency of the HP-AF (fr2); so frat =
fr2/fp1. It describes the frequency shift of the HP-AF relative to the pGC as a function of
level,

(14)

Here, Pgcp is the level that controls the position of the HP-AF and produces the compression
and gain of the compressive GC filter. It is the level of the probe plus masker at the output
of the passive GC filter (Patterson et al., 2003).

D. The parallel cGC filter
The parallel, compressive GC filter consists of a level-independent pGC filter that represents
the passive basilar membrane [top block in Fig. 1(c)] and a level-dependent GC filter with
an I/O function similar to that of the cochlea [bottom blocks in Fig. 1(c)]. So, the tail filter is
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(15)

and the tip filter is

(16)

Here, fc is the center frequency of the composite filter with parallel architecture. The basic
gammachirp filter, |GC(f)|, is

(17)

where θ(f)=arctan((f−fr)/[bERBN(fr)]) and fp= fr+cb ERBN(fr)/n. Here, fr is the asymptotic
frequency of the chirp, fp is the peak frequency of the gammachirp filter, and n is the order
of the gamma function (n=4). The ratio of the peak frequency of the tail and tip filters is
frat=fp2/fp1, and it has the same form as in Eq. (14).

This parallel cGC filter has six parameters: b1, c1, b2, c2, Gmax, and frat. Parameters b1 and
c1 control the bandwidth and asymmetry of the tail filter, respectively, as shown in the top
block of Fig. 1(c). The level, Pgcp, is determined by the output of the pGC and it determines
frat and the parameters of the tip filter, b2 and c2, and wdB. Parameters b2 and c2 control the
bandwidth and asymmetry of the tip filter. The filter gain, wdB, is determined by Eq. (3) and
depends on Gmax and Pgcp. The parameters of the tip filter, b2 and c2, are also affected by

level:  and . The tip filter broadens as Pgcp increases.

III. EVALUATION OF THE FILTER SYSTEMS
A. The notched-noise masking data

We used two large sets of notched-noise masking data: those of Baker et al. (1998) and
Glasberg and Moore (2000). Baker et al. (1998) measured masked threshold using both
fixed probe levels (Ps=30, 40, 50, 60, and 70 dB SPL) and fixed masker levels (N0=20, 30,
40, and 50 dB), and threshold was measured at each of seven probe frequencies: 0.25, 0.5,
1.0, 2,0, 3.0, 4.0, and 6.0 kHz. The frequencies of the inner edges of the masker bands were
varied to produce both symmetric and asymmetric notches about the probe frequency; there
were 16 notch conditions with the outer edges of the masker bands fixed at g= ±0.8. The
total number of masked thresholds was 973 per listener and there were two listeners.
Glasberg and Moore (2000) measured masked threshold with fixed masker levels of 35, 50,
65, and 80 dB/ERBN at their lowest probe frequency, 0.25 kHz, and with fixed masker
levels of 40, 55, and 70 dB/ERBN for probe frequencies of 0.5, 1.0, 2.0, and 4.0 kHz. They
used “uniformly exciting noise,” designed to produce constant cochlear excitation for center
frequencies within the passbands of the noise. There were 19 notch conditions, with the
notch positioned both symmetrically and asymmetrically about the probe frequency. In this
study, the upper and lower noise bands that formed the notch had the same bandwidth,
which was 0.4fc. The total number of masked thresholds was 304 per listener and there were
three listeners.

B. The fitting procedure
The procedure for fitting each of the three auditory filter models to the combined data sets of
Baker et al. (1998) and Glasberg and Moore (2000) is almost the same as that described by
Patterson et al. (2003). Broadly speaking, it is the POLYFIT procedure of Baker et al.
(1998) extended to include simultaneous fitting of all probe frequencies with the filter
coefficients represented in terms of normalized ERBN-rate, that is,
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Note in particular that Gmax is assumed to be a linear function of Ef, and therefore is
characterized by two coefficients.

During the development of the cGC fitting procedure (Patterson et al., 2003), it was noticed
that the slope of the I/O function of the composite filter occasionally became slightly
negative at higher stimulus levels. This unrealistic solution arises when the fitting procedure
adopts a pGC filter whose peak frequency does not lie on the steep central section of the HP-
AF. A smooth penalty function was introduced to exclude such fits. The resulting procedure
effectively matches the amount of compression produced by the HP-AF to that observed in
the data (Patterson et al., ). When we began fitting the parallel roex filter and the parallel
cGC filter to the masking data, we found that a similar problem arises if the fit does not
include a penalty function for unrealistic I/O functions. These “solutions” arise, as
previously, at higher stimulus levels when the fitting procedure uses a tail filter with an
overly narrow bandwidth, or a tip filter with an overly wide bandwidth. Provided the
procedure is restricted to a reasonable combination of tail filter and tip filter, the slope of the
I/O function remains positive.

In this paper, the tip filter is intended to represent the active mechanism in the cochlea. We
assume that: (a) it becomes broader as level increases; (b) the tip filter dominates the shape
of the composite filter at low levels where the ERB of the tip filter is close to that of the
composite filter; and (c) the tail filter dominates the shape at high levels where the ERB of
the tail filter is close to that of the composite filter. A smooth penalty function was used with
these constraints to restrict the ERBs of the component filters and so prevent the fitting
procedure from adopting unrealistic solutions. This penalty function is “the weighted sum of
the difference between the ERB/fc of the tip filter and the composite filter” at low levels and
“the difference between ERB/fc of the tail filter and the composite filter” at higher levels.
Normalizing the ERB values by center frequency, fc, makes it possible to use the same
penalty function across the entire region of center frequencies from 0.25 to 6.0 kHz.

In summary, the filter parameters for the compressive and parallel GC filters are b1, c1, b2,
c2, frat and b1, c1, b2, c2, Gmax, frat, respectively. The filter parameters for the parallel roex
filter are tl, tu, pl, pu, Gmax, frat. There are also two nonfilter parameters, K and P0: K is the
efficiency of the detection mechanism in Eq. (1); P0 is related to the absolute threshold, and
is used to predict the lower limit of threshold in the masking experiments. For the cGC filter,
only one of the filter parameters is level dependent and that is frat. The ratio is linearly

dependent on level and the intercept and slope are designated  and . So, the fit only
requires six filter coefficients for the entire range of center frequencies and levels. The
parallel cGC filter and the parallel roex filter are also quite parsimonious in the use of filter
coefficients, but, in both cases, the tip filter has two slope parameters, and both have to be
level dependent to produce a good fit. The central columns of Table I show that, if the linear
term is set to 0 in either of the parallel filters, the rms error rises to values above 4 dB. For

the parallel roex filter, the coefficients are t, t, , , , , Gmax, , and ; for the

parallel cGC, they are b, c, , , , , Gmax, , and . In both cases, the value of
Gmax is a linear function of Ef (defined by two coefficients), so ten filter coefficients are
required.

Masked threshold was predicted for a range of filters with center frequencies around the
probe frequency, using the power spectrum model of masking defined by Eq. (1); for each
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notched-noise condition, the center frequency was chosen so as to maximize the probe-to-
masker ratio at the output of the filter. The Levenberg-Marquardt method (Press et al., 1988)
was used to minimize the root-mean-square (rms) difference between masked threshold and
the predicted value of masked threshold (both in dB); this is hereafter called the “error.”

C. Results
1. The parallel roex filter—As described earlier, for the parallel roex filter, the center
frequency of the tail roex was fixed and that of the tip roex was allowed to vary with level,
i.e., frat was allowed to vary. However, it was found that this had little effect on the fit, and
produced negligible reduction in the rms error. Accordingly, for subsequent analyses, we set
frat=1.0, which means that the peak frequencies of the tail and tip filters were the same. This
reduced the number of filter parameters by one and the number of fitting coefficients by
two. With frat fixed, the total number of filter coefficients was eight; the coefficients and
their values are in the eight-coefficient row of the central section of Table I. The rms error
when fitting the combined data of Baker et al. (1998) and Glasberg and Moore (2000) was
3.79 dB. The rms error seems reasonable given that the masked thresholds come from two
separate studies using different subjects, and they cover a very wide range of probe
frequencies and levels.

The families of parallel roex filters fitted to the combined data are presented in Fig. 2, for
seven probe frequencies, from 0.25 to 6.0 kHz, and for three values of Prxp, the level at the
output of the tail filter. In Fig. 2(a), the top filter in each group shows the filter shape for a
Prxp value of 40 dB; the two lower filters are for Prxp values of 60 and 80 dB, respectively.
The corresponding tail filters and tip filters are shown in Fig. 2(b) by solid and dashed lines,
respectively. These component filters operate in parallel to producethe composite filters in
Fig. 2(a). The ordinate in Fig. 2(a) is the gain of the composite filter; the ordinate in Fig.
2(b) is the gain of the tail roex or the tip roex in isolation. The abscissas in Figs. 2(a) and
2(b) are both ERBN-rate. Note that plotting the filters in terms of gain rather than absolute
level gives the impression that we can specify the form of the lower-level filters over a range
of as much as 80 dB. This is clearly not the case; there are no threshold values from the
notched-noise experiment to specify the tails of the lower level filters, which correspond to
levels below absolute threshold. Accordingly, the line used to represent each composite
filter changes its form from solid to dotted at the point where the filter function would
intersect the threshold limit, P0.

Because of the parallel architecture, the gain of the composite filter is determined over most
of its range by which-ever of the two component filters has the greater gain. For signal
frequencies near the peak of the composite filter, the tip filter dominates at most signal
levels. For signal frequencies far below the center frequency, the tail filter dominates. When
Prxp is equal to 100 dB, the gain of the tip filter at its peak is the same as the gain of the tail
filter at its peak; both have a gain of 0 dB. As a result the composite filter has a gain of 3 dB.
To facilitate comparison with the cascade filter, the gains of the composite filters in Fig. 2(a)
have all been scaled down by 3 dB, so that the gain is 0 dB when Prxp is equal to 100 dB. It
is noteworthy that the high-frequency side of the tip filter is relatively sharp, so that, for
input frequencies above the filter center frequency, the output is determined by the tip filter,
the tail filter having little influence. This explains why Baker et al. (1998) and Glasberg and
Moore (2000) were able to model their data using a single roex function for the high-
frequency side.

The families of parallel roex filters derived here all have the same general form [Fig. 2(a)];
the gain changes smoothly as center frequency increases. The gain of the composite filter
decreases monotonically with increasing stimulus level and it increases monotonically with
increasing center frequency. The maximum gain for the parallel roex filter (for Prxp=40 dB)
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is about 30 dB at the highest center frequency, 6.0 kHz. The gain is largely restricted to a
range of ±2 ERBN around the center frequency of the filter, and the filter skirts for the
different levels converge both on the low side and the high side, indicating that the gain is
independent of level for frequencies far removed from the center frequency.

Figure 2(c) shows the ERB of the parallel roex filter as a function of center frequency for
three values of Prxp, 40, 60, and 80 dB, the same values as for the filters in Fig. 2(a). The
bandwidth increases slowly with level and the bandwidth function has the same shape at all
levels. The dashed line shows the ERBN function for the roex filter suggested by Glasberg
and Moore (1990); it is very similar to the function for the parallel roex filter at low levels,
as would be expected.

Filter output level is plotted as a function of Prxp in Fig. 2(d); the parameter is center
frequency, which varies from 0.25 to 6.0 kHz. For a narrow-band signal at the center
frequency of the parallel roex filter, the value of Prxp is very close to input level in dB SPL.
So, these I/O functions illustrate the form of the nonlinearity in the system. The dashed line
shows the I/O function for a linear system with 0-dB gain. The varying vertical distance
from the dashed line to one of the solid lines indicates how the gain varies with level for a
given center frequency. The I/O functions all show compression and the amount of
compression increases with increasing center frequency. The slope of the I/O function
between 40 and 70 dB decreases as center frequency increases. These I/O functions are
similar to those derived previously from simultaneous masking data (Baker et al., 1998;
Glasberg and Moore, 2000), but the amount of compression is somewhat less than that
derived from forward masking data (Oxenham and Plack, 1997). A more detailed analysis of
the compression is presented later.

2. The cascade cGC filter—The families of cascade cGC filters fitted to the data are
shown in Fig. 3, in the same format as for Fig. 2. The composite cGC filters in Fig. 3(a) are
produced by cascading the filters in Fig. 3(b); the pGC filters are shown by solid lines and
the HP-AF filters are shown by dashed lines. The ordinate in Fig. 3(b) is component filter
gain with the values for the pGCs on the left and those for the HP-AFs on the right. Since
this is a cascade filter, the composite filter values are the sum of the component filter values
in decibels. To facilitate comparison with the parallel roex and parallel cGC filters, the gains
of the composite filters have been scaled up by a fixed factor at each center frequency, so
that the peak gain becomes 0 dB for all center frequencies when Pgcp is 90 dB (this scaling
is similar to that for the parallel roex filter). The scaling factors were 10.0, 13.6, 15.4, 16.3,
16.6, 16.7, and 16.9 dB, for center frequencies of 0.25, 0.5, 1.0, 2.0, 3.0, 4.0, and 6.0 kHz,
respectively.

Six filter coefficients are required to characterize the cGC filter; they are listed in the six-
coefficient row of the upper section of Table I. Although the cGC filter has two fewer filter
coefficients than the parallel roex filter, the rms error was slightly less (3.71 dB) than for the
latter.

The level dependence of the cGC filter arises from the frequency shift of the HP-AF relative
to the pGC filter. These two filters appear as triplets of dashed and solid lines in Fig. 3(b);
note that the steep center section of the HP-AF filter crosses the corresponding pGC filter on
its upper skirt, and the shift of the HP-AF with level is large relative to the shift of the pGC
filter. The asymmetry of the composite, cascade cGC filter in Fig. 3(a) is uniform across
center frequency on the ERBN-rate scale. The gain of the composite filter decreases as
stimulus level increases at all center frequencies, and the change in gain is largely restricted
to a range of about ±2 ERBN around the center frequency. The filter skirts converge on both
the lower and upper sides of the filter. The maximum gain at 0.25 kHz is about 18 dB; the
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gain increases with center frequency to about 27 dB at 2.0 kHz. Beyond 2.0 kHz, it remains
at about 28 dB, and so the pattern of maximum gain across frequency is different for the
parallel roex and the cascade cGC filters.

Figure 3(c) shows that the ERB of the cascade cGC filter is consistently wider than ERBN
and the ERB of the corresponding parallel roex filter. The difference is greatest at the lowest
level, where the ERB of the cascade cGC is about 1.5 times that of the parallel roex. As the
value of Pgcp increases from 40 to 60 dB, the bandwidth increase is relatively small; then,
there is a relatively large increase as Pgcp increases from 60 to 80 dB. This nonuniform
growth in bandwidth is the result of the interaction of the component filters. Until the steep
section of the HP-AF is above the peak frequency of the pGC, increases in level have
relatively little effect on bandwidth; thereafter they have a greater effect, as the shape of the
cGC filter approaches that of the pGC filter.

Figure 3(d) shows that the I/O functions for the cascade cGC filter are similar in shape to
those of the parallel roex filter, but the spread of the functions is reduced. At center
frequencies below 2.0 kHz, the cascade cGC system produces a little more gain than the
parallel roex system, whereas at center frequencies above 3.0 kHz, the cascade cGC system
produces a little less gain than the parallel roex system.

3. The parallel cGC filter—The families of parallel cGC filters fitted to the data are
shown, in the same format, in Fig. 4. The component filters are shown in Fig. 4(b); the tail
and tip filters are represented by solid and dashed lines, respectively. They operate in
parallel to produce the composite filters in Fig. 4(a). The gains of the composite filters have
all been scaled down by 3 dB, in the same way as for the parallel roex filter, and for the
same reason. The parameter frat was set to 1.0, as with the parallel roex, because varying the
ratio produced virtually no improvement in the fit. The parallel cGC filter is characterized
by eight filter coefficients; they are listed in the eight-coefficient row of the lower section of
Table I. The rms error was 3.75 dB, which is similar to the values for the other two filters.

Figure 4 shows that the behavior of the parallel cGC filter system is more like that of the
parallel roex filter than that of the cascade cGC filter. Although the tip filter has the shape of
a gammachirp filter, it is narrower than the tip of the corresponding cascade cGC [Fig. 4(b)],
and this narrower tip filter carries through to the tip of the composite parallel cGC [Fig.
4(a)]. The functions in Fig. 4(c) show that, at low levels, the ERB of the parallel cGC filter
is similar to ERBN and to the ERB of the parallel roex, and it increases uniformly as level
increases. In all cases, the ERB is smaller than for the cascade cGC filter. Figure 4(d) shows
that the I/O functions of the parallel cGC filter are also more similar to those of the parallel
roex system than to those of the cascade cGC system. Moreover, the spread of the functions
is even greater for the parallel cGC system. At the lowest center frequency, 0.25 kHz, the
parallel cGC system produces a little less gain than the parallel roex system, and at the
highest center frequency, 6.0 kHz, the parallel cGC system produces a little more gain than
the parallel roex system.

There is one way in which the parallel cGC filter system differs from the other two; on the
low-frequency side at the lowest level (40 dB), the tail of the composite filter does not
converge with the tails of the higher-level filters for frequencies more than two ERBNs from
the center frequency, which would seem to indicate that the gain is level dependent even for
frequencies far removed from the center frequency. In practical terms, this is not a problem
because the tails of low-level filters play essentially no role in determining threshold, and
hence are not constrained by the threshold data. However, this finding suggests that the
“rotation” of the tip filter at low levels may not be the best way to represent cochlear
filtering.
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4. Common characteristics of the three filter systems—Although the comparisons
above highlighted a number of differences between the three filter systems, it should be
emphasized that the composite filter systems have much in common: (1) The filters become
broader with increasing level at all center frequencies; (2) The filters are asymmetric, with
the high side sharper than the low side, and the asymmetry increases with level; (3) The tails
of the filters converge on both sides at high stimulus levels, indicating that the gain is
effectively level independent for frequencies far removed from the center frequency; (4) The
gain of each filter at its peak frequency increases as level decreases, indicating the presence
of relatively strong compression; (5) The amount of compression increases with center
frequency, at least at the lower stimulus levels. These would appear to be the characteristics
that a filter system must have to explain notched-noise masking. Both parallel and cascade
systems can meet the requirements, but it appears that the system with the cascade
architecture can produce a slightly better fit with fewer coefficients because of its more
parsimonious representation of the high-frequency side of the tip filter.

IV. DISCUSSION
A. The trade-off between goodness of fit and number of coefficients

Table I shows the parameter values and goodness of fit values for three versions of each of
the filter systems: the cascade cGC, the parallel roex, and the parallel cGC. In each case, the
filter system was fitted to the combined data of Baker et al. (1998) and Glasberg and Moore
(2000). The first and second columns show the type of filter architecture and the total
number of filter coefficients, that is, the total excluding the coefficients associated with K
and P0. The number of K and P0 coefficients was the same for all versions of all three filter
systems. The filter coefficients are all written as a function of normalized ERBN-rate, Ef.
The last column shows the rms error in decibels.

The upper section of Table I summarizes the results of fitting the cascade cGC filter to the
combined data sets. The top row shows a 12-coefficient fit described by Patterson et al.
(2003, Figs 6–10 and Table I); all five filter parameters were allowed to vary linearly with
Ef, and one filter parameter, frat, was allowed to vary with level; frat is the center frequency
of the pGC filter relative to that of the HP-AF. Patterson et al. (2003) noted that the slopes
of the regression functions that show how the filter parameters vary with Ef were
surprisingly shallow (their Fig. 7), and they showed that the number of regression
coefficients could be progressively reduced from 12 to six with little increase in rms error,
by successively setting the shallowest slope to 0 and then refitting the data (their Table I).
The rms error rose from 3.59 to 3.71 dB. The coefficients for the resulting six-coefficient,
cascade cGC filter are presented in the bottom row of the upper panel of Table I; these are
the basis of the functions in Fig. 3. One attraction of the six-coefficient fit is that all of the
changes associated with center frequency are directly related to the ERBN function.

The remaining two sections of Table I show that the number of coefficients in the parallel
filter systems can also be reduced by restricting the number of regression coefficients to one
per filter parameter. In both cases, a reduction from 14 to eight coefficients is accompanied
by a very modest increase in rms error. The fully level-dependent versions of the two
parallel filter systems have 14 coefficients because both of the tip-filter parameters, pl and
pu, have to vary with level to produce a good fit. Similarly the restricted versions have eight
rather than six coefficients because these same parameters, pl and pu, still have to vary with
level to produce a good fit. The eight-coefficient, parallel roex filter is the basis of the
functions in Fig. 2, and the eight-coefficient, parallel cGC filter is the basis of the functions
in Fig. 4. Both of these eight-coefficient filter systems provide excellent fits to the notched-
noise data sets. However, if the tip-filter parameters are restricted to be level independent,
giving six-coefficient fits, then the rms error rises markedly, as shown in Table I.
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This analysis of the trade-off between number of coefficients and goodness of fit for the
three filter systems indicates that a cascade system with an HP-AF function that shifts in
frequency can explain the way the auditory filter changes with level better than a parallel
system with a tip filter that narrows as level increases, and the cascade filter system requires
fewer coefficients than either of the parallel filter systems.

B. Filter bandwidth
The width of the auditory filter is typically described in terms of its ERB (Patterson, 1974;
Moore and Glasberg, 1983); this is the integral of the entire filter function divided by the
filter response at its center frequency. However, Kollmeier and Holube (1992) have argued
that, when comparing the bandwidths of highly asymmetric filters, where one skirt becomes
much shallower than the other, it is better to use the 10-dB bandwidth, BW10 dB, or a
measure they refer to as BW90. BW90 is “the bandwidth that encompasses 90% of the
integrated area above, and 90% of the integrated area below, the maximum value of the filter
characteristic” (Kollmeier and Holube, 1992). Table II shows the ERB, BW90, and BW10 dB
values for the three filter systems at two stimulus levels, 40 and 80 dB. The center frequency
is 1.0 kHz in each case. The functions relating ERB to center frequency, shown in Figs. 2(c),
3(c), and 4(c), all have virtually the same shape, so the relative widths of the three filters
will be essentially the same at all center frequencies.

Table II shows an orderly pattern of relationships. The ERB values are consistently smaller
than the corresponding BW90 values, which are in turn consistently smaller than the
corresponding BW10 dB values. On average, BW90 is 1.52 times the ERB, and BW10 dB is
1.84 times the ERB. The bandwidth at 80 dB SPL is considerably larger than at 40 dB; the
ratio is 1.49 for the ERB, 1.65 for BW90, and 1.55 for BW10 dB. The filters with parallel
architecture (the parallel roex and the parallel cGC) have comparable widths, no matter what
the measure, and they are consistently narrower than the cascade cGC filter. The width of
the cascade cGC filter is about 1.12 times the width of the parallel roex filter and 1.15 times
the width of the parallel cGC filter. So, the bandwidth values provided by the three measures
are much as would be expected from their definitions, and the wider values associated with
the cascade architecture are not due to the use of the ERB as the bandwidth measure.

As noted in Sec. I C, detailed examination of the fit provided by the roex filter to the data
associated with narrow notches in the masking noise typically reveals a systematic deviation
from the data. In particular, the thresholds predicted by the roex filter drop more quickly
than the observed thresholds as notch width increases from zero (Patterson et al., 1982;
Glasberg et al., 1984b), and more quickly than the unconstrained auditory filter of Patterson
(1976). This suggests that the underlying filter shape has a broader tip than the roex filter.
Glasberg et al. (1984a) compared auditory filter shapes derived using three different types of
masker, including notched noise and rippled noise (Houtgast, 1977); it has been argued that
the latter may give a more accurate estimate of the shape of the tip of the filter. The tip of
the filter derived with rippled noise was broader than that derived with notched noise.
Houtgast (1977) also found relatively large filter bandwidths using rippled noise in
simultaneous masking. Finally, Oxenham and Dau (2001a) found that they could not
account for the masking produced by complex tone maskers with Schroeder-positive and
Schroeder-negative phase using a gammatone filter with a relatively sharp tip (similar to that
of the roex filter), but they could account for the data with a filter with a broader tip
(resembling the cascade cGC). Overall, these results support the idea that filter shapes
estimated using the roex filter model have tips that are slightly sharper than the “true” filters.
The cascade cGC filter model may provide a more accurate representation of the sharpness
of the tip of the auditory filter.
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One thing that is clear from Table II is that the tradition of describing the auditory filter in
terms of its ERB, or 3-dB, bandwidth at low stimulus levels leads to a characterization of
auditory frequency selectivity that is not representative of everyday listening. People
nowadays routinely listen to music at levels around 80 dB and they often have to listen to
speech in noisy environments for which the overall level is rather high. The BW90 measure,
which is sensitive to auditory filter asymmetry and the way the asymmetry increases with
level, shows that the auditory filter will be relatively wide in listening conditions that are
quite common. In these situations, it is unlikely that harmonics on the high-frequency side of
speech formants will be resolved (Moore, 1998, page 211).

C. Compression and phase
The input/output function of a filter system reveals the degree of compression that it applies.
Table III shows the slopes of the I/O functions for six roex and gammachirp filter systems,
over the range of center frequencies from 0.25 to 6.0 kHz (top row). The slope is measured
over the range from 30 to 80 dB SPL (assuming that the values of Prxp and Pgcp are
effectively equivalent to the input level in dB SPL for narrow-band signals centered close to
the filter center frequency). The second and third rows show the slope values for the roex
filters fitted by Glasberg and Moore (2000) and by Baker et al. (1998) to their own data.
Recall that their version of the roex filter was incomplete, inasmuch as the upper side was
defined by a single roex function. The fourth row shows the slope values for the cascade
cGC filter with six coefficients; the I/O functions are presented in Fig. 3(d). The sixth and
seventh rows show the slope values for the parallel roex and parallel cGC filters with eight
coefficients; the I/O functions are shown in Figs. 2(d) and 4(d), respectively. The degree of
compression increases with filter center frequency for all of these filter systems, that is, the
slope of the I/O function decreases with increasing center frequency. In the current paper,
the data from all of the probe frequencies are fitted simultaneously. The cross-frequency
constraint forces the slope of the I/O function to vary monotonically with probe frequency.
There was no such constraint in the fits of Glasberg and Moore (2000) (second row). In this
case, the slope varies nonmonotonically with frequency; the largest compression occurs at
1.0 kHz where the slope is 0.39.

The parallel roex filter is the most similar to the incomplete roex filters fitted by Baker et al.
(1998) and Glasberg and Moore (2000) to their data. The parallel roex was fitted to the
combined data of Baker et al. (1998) and Glasberg and Moore (2000), and so it is not
surprising that the slope values (sixth row) are comparable to those reported by Baker et al.
(third row) and by Glasberg and Moore (second row). The parallel roex values are actually
closer to those reported by Baker et al. than to those reported by Glasberg and Moore (2000)
because the data set of Baker et al. has almost three times the number of thresholds as the
data set of Glasberg and Moore, and the thresholds were all given equal weight in the
parallel roex fit. The slope values for the parallel cGC filter (seventh row) show a greater
range than those for the parallel roex; the slopes for the lower center frequencies (0.25 and
0.5 kHz) are comparable to the largest values reported by Glasberg and Moore (second row),
while those at the highest center frequencies (4.0 and 6.0 kHz) are smaller than the smallest
values reported by Baker et al. (third row). In contrast, the slope values for the cGC filter
decrease with increasing frequency only up to 2 kHz, and then remain roughly constant at
about 0.35.

Assuming that these slope values are related to the “strength” of the cochlear active
mechanism, it is instructive to compare the variation with frequency described above with
the variation found by other researchers (Bacon et al. 2004), who have used a variety of
measures thought to be related to the strength of the active mechanism in the cochlea. Hicks
and Bacon (1999) used three measures: (1) the effects of level on frequency selectivity in
simultaneous masking, measured using notched-noise maskers at spectrum levels of 30 and
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50 dB; (2) two-tone suppression, measured using forward maskers at the signal frequency
and suppressor tones above the signal frequency; and (3) growth of masking, measured
using forward maskers well below the signal frequency. All three measures revealed a
progressive increase in nonlinear behavior as the signal frequency increased from 0.375 to
3.0 kHz, although the change between 1.5 and 3.0 kHz was often rather small. Moore et al.
(1999) measured the slopes of growth-of-masking functions in forward masking for a
masker centered at the signal frequency and a masker centered well below the signal
frequency. The ratio of the slopes for the two conditions was taken as a measure of cochlear
compression (Oxenham and Plack, 1997). The ratio changed progressively over the range
2.0 to 6.0 kHz. Plack and Oxenham (2000) measured pulsation threshold for a sinusoidal
signal alternated with a sinusoidal masker with frequency 0.6 times that of the signal. The
slopes of the functions relating pulsation threshold to “masker” level decreased with
increasing frequency from 0.25 up to 1.0 kHz, and then remained roughly constant as the
signal frequency was increased up to 8.0 kHz. Lopez-Poveda et al. (2002) used temporal
masking curves (Nelson et al., 2001) to estimate cochlear compression for frequencies from
0.5 to 8.0 kHz. They interpreted their results as indicating that the amount of compression
did not vary markedly with center frequency, but at low center frequencies compression
extended over a wide range of frequencies relative to the center frequency. Finally,
Rosengard et al. (2005) estimated cochlear compression using both growth-of-masking
functions in forward masking and temporal masking curves. They pointed out that the
interpretation of the results depended on what is assumed about the amount of compression
that occurs when the masker frequency is well below the frequency/place at which the signal
is detected. Depending on the assumption made, the compression could be interpreted as
being relatively invariant with frequency over the range 1.0 to 6.0 kHz, or as increasing with
increasing frequency. Overall, these results present a mixed picture. They do not allow a
clear decision as to which of the filter models evaluated here gives a better representation of
the way that cochlear compression varies with frequency.

It should also be noted that both the cascade and parallel filter systems could be modified to
allow compression to vary with frequency and level in a different way, should a definitive
set of data emerge in the future. Indeed, Patterson et al. (2003) report fitting a seven-
coefficient version of the cGC filter, in which the compression-range parameter, c2, was
allowed to vary linearly with Ef, to the combined data set of Baker et al. (1998) and
Glasberg and Moore (2000). The summary of this seven-coefficient fit is presented in the
middle row of the top panel in Table I; the compression range increases with Ef, and
allowing c2 to vary reduces the rms error from 3.71 to 3.64 dB, which is just above the value
for the 12-coefficient fit, 3.59 dB. The compression slopes for the seven-coefficient version
of the cascade cGC filter are presented in the fifth row of the central panel of Table III. With
regard to the parallel roex and the parallel cGC filters, the slopes of the I/O functions would
probably asymptote in the region above 2.0 kHz if another coefficient were added to the
function describing how Gmax varies with frequency; this would allow the relationship to be
parabolic. Whether this would improve the goodness of fit sufficiently to warrant the extra
coefficient is not clear.

In this paper, we have focused on the magnitude response of the auditory filter, since the
stimuli in the notched-noise experiments were specified only in terms of their power spectra.
However, the phase response of the auditory filter model is also of interest, especially if the
filter is to be used for characterizing the auditory analysis of stimuli such as Schroeder-
phase complex tones (Kohlrausch and Sander, 1995; Carlyon and Datta, 1997). The phase
response at a fixed place on the basilar membrane, corresponding to a single auditory filter,
has negative curvature (Robles and Ruggero, 2001). Similarly, psychophysical estimates of
the phase response of the human auditory filter suggest that it has negative curvature, and
that the normalized (dimensionless) curvature increases with increasing center frequency
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(Lentz and Leek, 2001; Oxenham and Dau, 2001b). The phase response of the cGC filter has
negative curvature of the appropriate form, for frequencies within the passband of the filter,
and the normalized curvature increases with center frequency in the appropriate way.
However, the curvature does not appear to be great enough to account for the data of Lentz
and Leek (2001) or Oxenham and Dau (2001a). This may happen because the phase
response of the cGC for frequencies well above the center frequency flattens off, whereas in
the physiological data the slope remains negative for frequencies well above the center
frequency. For most stimuli, the output of the filter would be dominated by frequency
components within the passband, and for these frequencies the phase response of the
gammachirp filter appears to be appropriate, at least qualitatively.

D. The nonfilter parameters K and P0

In the fitting process, the relationship between the efficiency constant, K, and the frequency
variable, Ef, was found to take the form of a downward-pointing parabola. In other words,
detection efficiency was greatest for midrange frequencies. The parabolas for the three filter
systems are shown in Fig. 5; the ends of the functions are marked by plus signs. The
parabolas for the cascade cGC, the parallel roex, and the parallel cGC filter systems are
shown by dashed, solid, and dotted lines, respectively. The K function for the cGC filter
falls below those for the parallel roex and parallel cGC filters in the region above 0.5 kHz.
This follows directly from the fact that the bandwidth of the cascade cGC is greater than that
of the parallel roex filter and the parallel cGC filter [see Figs. 2(c),3(c), and 4(c)]. A broader
filter passes more noise, so to predict the observed thresholds, the value of K has to be lower
(Patterson et al., 1982).

The relationship between P0 and the frequency variable, Ef, was also found to take the form
of a parabola, and the parabolas for the three filter systems are shown in Fig. 5 by lines that
end in stars. Once again, the parabolas for the cascade cGC, the parallel roex, and the
parallel cGC filter systems are shown by dashed, solid, and dotted lines, respectively. This
parameter is related to the absolute threshold and it is used to predict the way threshold
asymptotes in wide-notch conditions at low stimulus levels. The functions for the three filter
systems are very similar and they are also in good agreement with the P0 estimates reported
by Glasberg and Moore (2000) and Baker et al. (1998) using the incomplete roex filter.

V. SUMMARY AND CONCLUSIONS
The roex filter has been successfully used for many years to represent the magnitude
response of the auditory filter in studies of tone-in-noise masking, and recently the
roex(p,w,t) version, with parallel roex(p) and roex(t) filters, has been used to simulate the
interaction of the “tip” and “tail” components of the cochlear filter as a function of stimulus
intensity (Glasberg and Moore, 2000; Oxenham and Shera, 2003; Baker and Rosen, 2006).
Nevertheless, the roex(p,w,t) filter is limited in its application because there is no time-
domain version of the filter and no roex(p,w,t) filterbank to simulate basilar-membrane
motion in response to complex sounds like speech and music. It is also the case that the fits
provided by the complete roex(p,w,t) filter to notched-noise masking data are somewhat
unstable, unless one of the high-frequency skirts is removed, in which case the magnitude
response is discontinuous and the filter is physically unrealizable.

We have developed a compressive gammachirp (cGC) filter system with parallel
architecture like that of the parallel roex filter and compression in the tip filter branch, to
provide a filter system that has a similar magnitude response to the parallel roex filter, and
which provides a basis for producing a time-domain version of the filter. Basically, we
replaced the roex filters with gammachirp filters [compare Figs. 1(a) and 1(c)]. A
quantitative comparison of the parallel roex and parallel cGC filters was made by fitting
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both to the simultaneous notched-noise masking data of Baker et al. (1998) and Glasberg
and Moore (2000). The behavior of the parallel cGC filter is quite similar to that of the
parallel roex filter. In particular: (1) The filters become broader as stimulus level increases at
all center frequencies; (2) The filters are asymmetric with the high side sharper than the low
side, and the asymmetry increases with increasing level; (3) The tails of the filters converge
on both sides at high stimulus levels, indicating that the gain is effectively level independent
for frequencies far removed from the center frequency; (4) The gain of the filter at its peak
frequency increases as stimulus level decreases, indicating the presence of relatively strong
compression; (5) The amount of compression increases with increasing center frequency, at
least in the region below 2.0 kHz. It remains the case, however, that fits to notched-noise
data with the parallel cGC filter are still somewhat unstable because the high-frequency
skirts of the component filters interact, as with the parallel roex filter.

We also compared the fit of the cascade cGC filter (Irino and Patterson, 2001; Patterson et
al., 2003) to the notched-noise data, to the fits provided by the parallel roex and parallel cGC
filters. The cascade cGC filter provides at least as good a fit as either of the parallel filters to
the simultaneous masking data, with 25% fewer coefficients, and the fits are stable. The
advantage of the cGC filter appears to be a direct result of the architecture of the
gammachirp filter with its parsimonious representation of the high-frequency side of the
filter. The cascade cGC filter also provides a somewhat more precise fit to the tip of the
auditory filter (as determined by the data for small notch widths) than the roex filter does.
The effects of level and frequency on the cascade cGC filter system are quite similar to
those described above for the parallel filter systems. Moreover, a dynamic version of the
cascade cGC filter has been developed that can simulate fast-acting compression (Irino and
Patterson, 2005, 2006), so the cGC filter could potentially facilitate future research on the
temporal properties of auditory filtering.

In conclusion, it would appear that the compressive gammachirp filter, in either its parallel
or cascade form, offers better prospects for the representation of the auditory filter than the
roex filter.
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FIG. 1.
The architecture of three auditory filters: (a) a roex filter with parallel tip and tail filters
(parameters: tl, tu, pl, pu, Gmax, and frat); (b) a compressive gammachirp filter with cascaded
tail and tip filters (parameters: b1, c1, b2, c2, and frat); and (c) a compressive gammachirp
filter with parallel tip and tail filters (parameters: b1, c1, b2, c2, Gmax, and frat). In each case,
the level at the output of the tail filter determines the characteristics of the level-dependent
tip filter.
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FIG. 2.
Characteristics of the parallel roex auditory filter fitted to the combined data of Baker et al.
(1998) and Glasberg and Moore (2000) for center frequencies from 0.25 to 6.0 kHz: (a)
families of parallel roex filters and (b) their component (tip/tail) filters showing how the
functions change with Prxp, the output level of the tail filter; (c) Equivalent rectangular
bandwidth, ERB, of the parallel roex filter (solid line) as a function of center frequency on a
log-frequency scale. The parameter is the value of Prxp; for a narrow-band signal at the
center frequency of the filter this is equivalent to the input level in dB SPL. The dashed line
shows the ERBN values proposed by Glasberg and Moore (1990); (d) Input/output functions
for the parallel roex filter; the parameter is center frequency. This version of the parallel
roex filter had eight coefficients (see Table I).
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FIG. 3.
Characteristics of the cascade cGC filter in the same format as Fig. 2. The three curves
within each family show how the functions change with Pgcp, the output level of the tail
filter. In panel (d), the compression functions for center frequencies from 2.0 to 6.0 kHz are
superimposed. This version of the cascade cGC filter had six coefficients (see Table I).
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FIG. 4.
Characteristics of the parallel cGC filter in the same format as Fig. 2. This version of the
parallel cGC filter had eight coefficients (see Table I).
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FIG. 5.
Values of the nonfilter coefficients, K and P0, plotted as a function of center frequency on
the ERBN-rate scale for the parallel roex filter (solid line), the cascade cGC filter (dashed
line), and the parallel cGC filter (dotted line). The K and P0 functions are identified by plus
and star symbols, respectively, at the ends of the lines.
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