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Abstract
Genetic variability is considered a key to the evolvability of species. The conversion of an adenosine
(A) to inosine (I) in primary RNA transcripts can result in an amino acid change in the encoded
protein, a change in secondary structure of the RNA, creation or destruction of a splice consensus
site, or otherwise alter RNA fate. Substantial transcriptome and proteome variability is generated by
A-to-I RNA editing through site-selective post-transcriptional recoding of single nucleotides. We
posit that this epigenetic source of phenotypic variation is an unrecognized mechanism of adaptive
evolution. The genetic variation introduced through editing occurs at low evolutionary cost since
predominant production of the wild-type protein is retained. This property even allows exploration
of sequence space that is inaccessible through mutation, leading to increased phenotypic plasticity
and provides an evolutionary advantage for acclimatization as well as long-term adaptation.
Furthermore, continuous probing for novel RNA editing sites throughout the transcriptome is an
intrinsic property of the editing machinery and represents the molecular basis for increased
adaptability. We propose that higher organisms have therefore evolved to systems with increasing
RNA editing activity and, as a result, to more complex systems.
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Introduction
Genetic variability and evolvability

Elucidating the molecular mechanisms underlying adaptive phenotypic variation is central to
our understanding of the origins and maintenance of biological diversity. This is particularly
true in cases where natural selection acting on the genes underlying adaptive traits contributes
directly or indirectly to the origins of barriers to gene exchange and, hence, promotes
speciation.(1) Identifying the specific genetic changes responsible for phenotypic adaptation,
however, is notoriously difficult(2–4) and successful attempts, to date, have been limited to a
select group of heavily investigated model systems, such as stickleback fishes,(5) fruit flies,
(6,7) and mice.(3) In spite of the challenges involved, research linking genotype and phenotype
is beginning to provide answers to some of the most intractable problems in evolutionary
biology. In this paper, we focus specifically on our emerging knowledge of novel molecular
mechanisms for producing phenotypic variation in response to selection at the genetic and
epigenetic level.

As Fisher(8) clearly demonstrated, the potential of organisms to respond to selection (i.e.,
adapt) is a function of the standing genetic variance in the population. The rate of phenotypic
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evolution will therefore depend upon the amount of additive genetic variance for a given trait,
(9) and the response to selection will also be influenced by factors such as the number of loci
underlying the phenotype and whether the fitness of each genotype is linearly related to the
trait value.(10,11) The implications are that within species “evolvability” will be facilitated or
constrained by the specific patterns of genetic variation, genetic architecture, and
developmental constraints operating in any given lineage.(12,13)

Therefore, molecular mechanisms that increase genetic variability and/or flexibility, e.g., may
increase the evolvability of species if they increase an organism's ability to express novel
phenotypic variation in response to changing environments. If so, then selection may favor
systems with high levels of genetic variance and/or significant phenotypic plasticity.(14) This
is particularly true for systems that have evolved the ability to switch to increased phenotype
variability when needed. For example, Escherichia coli bacteria increase mutation rates under
stressful conditions, which allows them to cope better with the altered environment and
increases the chance of evading selective pressure.(15)

Types of genetic and epigenetic variation
Traditionally, mutations have been viewed as the major source for genetic variability within
populations.(16) For example, it is clear that many single nucleotide polymorphisms (SNPs)
(17,18) arise through the relatively simple process of point mutation (i.e., transitions and
transversions). Mutations that occur in protein-coding gene transcripts may directly alter an
amino acid codon, or be silent. Alternatively (or additionally), they may alter post-
transcriptional RNA processing of the primary gene transcripts affecting the splicing, editing,
polyadenylation, localization, transport, or stability of the RNA, thereby indirectly creating
phenotypic variability. Genetic variability can also arise as a result of differences in the
expression of one or several genes, which can be altered by modifications in regulatory
sequences within the genomic DNA, e.g., mutations in transcription factor binding sites or in
regulatory molecules, such as microRNA (miRNA) sequences.(19) At this moment, it is not
clear if differences in gene function or differences in gene regulation are stronger driving forces
for adaptation and speciation.

A fundamental property of genomic mutations is that, in diploid organisms, any germline,
genomic alteration in one copy of a chromosomal gene will by definition immediately and
permanently affect 100% of the gene products generated from that allele and 50% of the overall
output for that gene. Exceptions from this general rule exist for imprinted genes, and for
mutations of sequences that are not represented in all of the gene's products, e.g., those within
alternatively spliced exons or otherwise alternatively processed RNA sequences. The all-or-
nothing property of genomic mutations substantially restricts the extent of genetic variation
that can be generated within a population since mutations that affect functionally critical
residues in proteins are often forbidden to persist within a population due to the detrimental
effect on survival. This means that such residues are largely unavailable for mutation-based
generation of variability. As a consequence, adaptive evolution based on protein sequence
alterations would be strongly limited if mutational events directly affecting genomic, protein-
coding sequences were the only available molecular mechanism to generate new variants.
However, as discussed below, this limitation does not exist for some epigenetic types of
sequence changes.

Adaptation as a result of genomic mutations followed by phenotypic selection of functional
variants occurs over the course of generations. In contrast, fast acclimatization of individuals
within a species to cope with sudden changes in the environment is typically epigenetic in
nature and involves changes that are usually not heritable and thus do not lead to long-term
adaptation.(14) For example, recent insights from quantitative gene expression analysis
indicate that gene expression exhibits stochastic properties with genomically identical cells
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varying widely in the expression levels of individual genes.(20,21) Such fluctuations in gene
expression profiles have been linked to fast adaptation of organisms to their environment.
(22) It has recently been suggested, however, that in some cases the pool of cryptic variation
generated through epigenetic events, such as minor RNA splice forms(23) or translational
mutations,(24) could be responsible for the fast acclimatization due to the presence of pre-
adapted variants, and thus form a basis for long-term adaptation.(23)

Candidate molecular mechanisms that generate epigenetic variability and potentially pre-
adapted variants, include allele-specific imprinting as well as changes in RNA processing,
translation and stability. It is not known exactly what level of variability is generated using
these mechanisms, but, e.g., it has recently been estimated that maybe 4,000 human genes are
regulated through allele-specific imprinting.(25) Similarly, most genes in mammals are subject
to at least one alternative splicing event.(26) Also, the impact of single epigenetic events, such
as those affecting the imprinting of a single transcription unit can be local, or they may have
broader effects, e.g., a shift in regulation of one splicing factor that alters the whole alternative
splicing program in a cell.

RNA editing
RNA editing, defined as the post-transcriptional modification of RNA molecules and distinct
from the events of RNA splicing, capping, polyadenylation, or degradation, is a widespread
phenomenon and occurs in species as diverse as protozoa, plants, and mammals (for review
see ref.(27–32)). Several unrelated mechanisms of editing exist, including the deletion or
insertion of nucleotides found in mitochondria of kinetoplastid protozoa and slime molds,
(32) as well as base substitutions found both in plant organelles and the nucleus of complex
eukaryotes (for review see ref.(33)). Whereas insertion/deletion editing of mRNAs is a guide
RNA-mediated process involving the cutting and ligating of the RNA, the most prominent
types of substitution editing proceed through base-modification reactions, such as the
deamination of cytosine or adenosine residues.(33)

One type of base-modification RNA editing (termed A-to-I RNA editing) has received
particular attention with respect to highly complex eukaryotes, including humans. As outlined
below, A-to-I editing may be particularly relevant for generating genetic variability as a basis
for adaptive evolution. A-to-I RNA editing involves the specific modification of single
adenosine nucleotides in RNA molecules to inosine via hydrolytic deamination.(28,30,31) The
resulting inosine is interpreted as guanosine by the translational machinery. A-to-I editing
within the protein-coding region of an mRNA can therefore result in codon alterations that lead
to an amino acid substitution in the protein product(27) (see Fig. 1A). Usually, the edited and
unedited proteins are expressed within the same cell and RNA editing levels at a specific site
may range from a few to almost 100% (for review see ref.(27)). For physiological targets of
mammalian A-to-I RNA editing, the observed recoding at a single site often results in a protein
variant with an altered function. In fact, editing often affects highly conserved amino acid
residues that constitute molecular determinants for protein function.(27,34)

Among prominent mammalian editing substrates are various brain-specific ion channels and
neurotransmitter receptor genes where single or multiple recoding events generate a spectrum
of protein variants with distinct functional properties.(27,35,36) For example, editing within
the coding region of the serotonin receptor 5-HT2C transcript occurs at up to five major
positions and regulates the sensitivity of the receptor to serotonin.(37) Varying levels of editing
at the five positions can result in 25 different gene transcripts, which all arise from a single
genomically encoded sequence. In one extreme example of editing-induced functional
modulation, a single site-specific editing event within glutamate receptor subunit GluR-2,
altering a glutamine (Q) to an arginine (R) codon, determines ion permeability(38) as well as
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receptor channel transport and assembly(39,40) and, as a result, turned out to be essential for
normal brain function.(41) The deficiency or misregulation of A-to-I editing has been
implicated in the etiology of neurological diseases, such as epilepsy, amyotrophic lateral
sclerosis, as well as depression.(42)

The high specificity of the RNA editing reactions involving physiological substrates is
achieved largely through the overall three-dimensional structures of the imperfectly base-
paired pre-mRNAs. Double-stranded RNA structures within the substrate molecule are
recognized by the adenosine deaminase acting on RNA (ADAR) family of enzymes.(28)
Through the characterization of known editing sites, certain 5′ and 3′ base preferences have
emerged that increase or decrease the likelihood of a particular adenosine to become edited.
(27,28) However, the exact mechanism for the selectivity of ADARs is poorly understood and,
despite some progress in computational delineation of editing sites,(43–47) to date it is not
possible to predict which adenosine within a given RNA will undergo editing.

Small, single nucleotide changes within an RNA editing structure (caused by heritable point
mutations) can drastically alter editing extent or even result in selection of a different editing
site.(34) Since such base changes may at the same time also directly alter protein-coding
sequences or otherwise influence RNA fate (stability, processing, translation), exonic gene
sequences are under multiple constraints. In contrast, the intronic sequence regions that are
frequently an essential component of the editing-competent RNA-fold, are usually less
restricted.

Thus, the evolution of RNA editing sites involves heritable genetic variation in the form of
genetic changes in the genome, which is a critical prerequisite for this process to play a role in
adaptation. However, any phenotypic variation is expressed only indirectly on the epigenetic
level in form of RNA modification events that alter transcriptome and proteome composition.

Prevalence of RNA editing
To support our hypothesis that RNA editing serves a general evolutionary role, it should also
be of widespread prevalence within the system. It is currently not known how many protein-
coding sequences in mammals are subject to A-to-I RNA editing. Although only about two
dozen recoding sites are known,(27) it is estimated that many more exist.

Besides editing of protein-coding sequences (see Fig. 1A), A-to-I alterations also modify other
regions of pre-mRNAs and noncoding RNAs, modulating RNA fate (see Fig. 1B and C). For
example, editing of intronic adenosines can create novel splice consensus sites or destroy
existing ones,(48–50) and editing in untranslated exons can cause retention of the edited
substrate within the nucleus(51,52) (Fig. 1C). In addition, several groups have recently shown
that a large number of miRNA transcripts are also subject to A-to-I editing (for review see ref.
(27)), which may cause changes in miRNA biogenesis(53) or in the retargeting of mature
miRNAs(54) (see Fig. 1B). The partially double-stranded nature of miRNA precursor
molecules makes them especially prone to modification by ADARs. Currently, up to 16% of
miRNA transcripts are believed to undergo A-to-I editing.(53)

Recently, we and others discovered widespread, high-level A-to-I RNA editing in Alu-type
repeat elements (for review see ref.(55)), suggesting that based on this group of prevalent
transposon-derived sequences alone, a minimum of 85% of all pre-mRNAs in primates undergo
A-to-I editing in at least one position.(48) Interestingly, in transcriptomes of other mammals
the intensity of adenosine deamination editing is an order of magnitude smaller compared to
that in primates due to the lack of Alu repeats.(55) The mechanistic explanation for the massive
base modification in primate-specific Alu sequences springs from the basic properties of the
editing machinery to target double-stranded RNA structures for modification. Alu-repeat
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elements are present in either forward or reverse orientation within the genomes of primates
with a frequency of about 12 repeats per average human gene.(48,56) If two oppositely
orientated Alu elements are both transcribed within the same RNA molecule, they can fold
back onto each other forming an excellent substrate for ADAR editing enzymes.

RNA editing is a highly regulated process and editing levels have been shown to change during
development.(46,57) Furthermore, editing is often under cell-type or tissue-specific control.
(58,59) Intriguingly, the editing extent of a particular substrate can also be influenced by
environmental alterations. For example, RNA editing at multiple sites within the mammalian
5-HT2C serotonin receptor gene changed when rodents were fed with a serotonin uptake
inhibitor (fluoxetine).(60,61) It is believed that this change was brought about by the increased
effective levels of serotonin in the brain of these rodents. Since it is known that 5-HT2C editing
reduces the responsiveness of the serotonin receptor to the neurotransmitter, the alteration of
editing levels in fluoxetine-treated rodents can be interpreted as a compensatory mechanism
to dynamically adapt to alterations in synaptic serotonin levels. Intriguingly, in human patients
suffering from suicidal depression, which is believed to be accompanied by a reduction in
serotonin levels, editing of the 5HT2C receptor was also changed. Taken together, these
findings indicate that regulation of RNA editing levels can be part of a short-term adaptive
response.(60)

When it comes to long-term adaptation based on heritable genetic variation, evolutionary
models to assess positive and negative selection of alleles usually include only non-
synonymous base changes within the protein-coding sequences of a given gene.(62) This
means that amino acid changes brought about by RNA editing will be overlooked, because
novel editing events may be induced by synonymous sequence changes in translated exons or
non-coding sequences. Therefore, current efforts to detect patterns of selection at the molecular
level based on these traditional evolutionary models may be incomplete or inaccurate.

Although adaptive variation can arise as a novel mutation that is strongly favored immediately,
most mutations will initially be neutral, and thus likely lost due to drift, or selectively disfavored
and removed from the population via purifying selection. Some subset of these mutations,
however, may become beneficial under certain environmental conditions (e.g., in novel habitats
resulting from range expansion).(63) In the latter case, the mutations will have been present in
the ancestral population before they became adaptive (see discussion of cryptic variation
above).

In contrast to variation introduced through mutation, new variants created by RNA editing
come at low evolutionary cost, because initially the wild-type product is still present at a high
level. Therefore, the new variant can be tested out, often with little cost to organismal fitness.
It also can persist longer because selection pressure is small to eliminate it. Therefore, there is
a higher chance that a variant produced by RNA editing, and beneficial in a changed
environment is present when that change occurs and new selection pressures arise. This model
parallels that postulated for alternatively spliced exons(23) and may be mirrored by other
epigenetic mechanisms of variation, such an alternative gene promoters and alternative poly
(A) processing.

Variability through RNA editing
As outlined above, the post-transcriptional nature of A-to-I RNA editing allows for the
variation of amino acid residues that are not accessible for direct mutational changes in the
genomic sequence because of their functional importance (Fig. 2A).

A key element of our model implicating RNA editing in adaptive evolution is that novel RNA
editing sites emerge continuously. The basis for this assumption is the current understanding
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regarding the dynamics of RNA folding and the known properties of the RNA editing
machinery. The key feature for an adenosine to become targeted for editing is a partially double-
stranded foldback structure that provides a high-affinity binding site for the editing enzyme
and positions the enzyme to edit a nearby adenosine.(31) No specific primary RNA sequence
is required, but the flanking nucleotides to an editing site may modulate the extent of editing.

RNA folding is a highly dynamic process and under physiological conditions a single pre-
mRNA molecule (with an average size of ∼30kb in human) will assume many alternative
secondary structures, all in equilibrium with the other possible folds, and further modulated
by RNA–protein interactions.(64,65) We have shown previously that, in vivo, a single RNA
with several computer-predicted secondary structures, dominated by pairs of Alu-repeat
elements, all exist and that the level of editing within each of the Alu sequences can be used
to estimate the relative prevalence of each alternative structure within the cell.(48)

We expect that many of the transient RNA secondary structures will sometimes persist long
enough to result in an editing event. With thousands of alternative structures, this means that
through continuous probing (COP) of pre-mRNAs by the editing machinery there will probably
be low-level editing at many sites. Only sites that are part of a dominant structure will give rise
to prominent, high-level editing, such as in Alu repeats or one of the well-characterized
mammalian recoding editing sites.

The low-level background editing due to targeting of minor structures within the dynamic
equilibrium of pre-mRNA-folds will then produce an extensive array of novel transcript
variants, albeit at a low level (see Fig. 2B). These edited RNA molecules can result in a low
fraction of proteins with an altered function. The vast majority of these editing events are not
expected to have any beneficial effects under normal conditions, but at the same time, they are
produced with a low cost on fitness as outlined above. However, when the environment changes
such spurious amounts of edited transcripts might become important. Proteins translated from
edited RNAs could fulfill a function that is critical in the changed environment, resulting in an
instant acclimatization and survival advantage for the organism, and lead to adaptation.
Therefore, the cryptic variation generated by editing represents a feature that enhances
evolvability. Although driven by small genomic changes, the phenotypic variability results
indirectly from an epigenetic mechanism (A-to-I editing). In contrast, genomic mutations can
directly produce new alleles only in an all-or-nothing fashion and have therefore a much smaller
likelihood of producing a pre-adapted (cryptic) property that could be used during fast
acclimatization (see Fig. 2B).

A change introduced through COP background editing can be limited to the alteration of the
function of a single protein. However, if this protein has an important role, e.g., in the function
or expression of other proteins, a single editing event can have a wide impact. Furthermore,
background editing is not expected to be limited to the alteration of the coding sequence, but
will also occur in regulatory RNAs, such as miRNAs. Editing within regulatory RNAs can
consequently cause a broad effect on the expression of proteins; miRNAs, for example
generally regulate the expression of multiple genes. In these instances, the effect of a single
editing event can substantially alter proteome composition.

How can the COP hypothesis be tested?
The majority of the edited RNA molecules that arise through COP are most likely not detected
due to the limitations of the currently employed techniques for the analysis of editing. A-to-I
editing is predominantly investigated by gene-specific RT-PCR of the RNA substrate followed
by sequencing, in which the edited position appears as guanosine in the sequencing reaction,
while at the same genomic position an adenosine is specified. At editing levels below 100%
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efficiency, overlapping A and G signals can be observed at that position. However, if the editing
occurs in only about 5% or less of all the transcriptsof a gene, this methodology is not sensitive
enough. The COP background editing by definition leads to modification rates lower than a
few percent and will therefore not be detectable using these conventional techniques.

A potential solution for the analysis of low-level editing is the subcloning of gene-specific
amplicons followed by isolation and sequencing of a high number of individual templates that
each correspond to a single cDNA molecule (after amplification). One drawback of this
approach is that it is very laborious and time consuming. Furthermore, this strategy introduces
additional amplification steps (via secondary PCR and within bacteria during cloning) that
increase the overall error rate of the analysis and therefore reduces the signal-to-noise ratio.

An accurate and high-throughput solution to these technical hurdles may be provided by next-
generation sequencing technologies. For example, the 454 KS GLS platform (Roche) with
average read lengths of ∼250 bp is well suited for this purpose.(66,67) With a single sequencing
run, several hundred gene-specific PCR amplicons together with several hundred genomic
control fragments can be analyzed obtaining coverage of about 1,000 reads per cDNA
fragment.(66,67) This would allow for the detection of editing events with a sub-percentage
penetrance. The 454 direct sequencing approach is also characterized by a smaller intrinsic
error rate than conventional Sanger-based sequencing technology. (66,67)

Two studies that apply next-generation sequencing technology to the investigation of RNA
editing have recently been published.(68,69) However, neither study was designed with
something like the COP hypothesis in mind and, therefore, did not analyze with sufficient
resolution potential background editing. Rather, they either focused on several known high-
level editing sites,(69) or single A/G discrepancy positions without flanking sequence
information.(68) Therefore, it is not possible to prove or disprove the COP hypothesis based
on currently available data. Nevertheless, it is notable that, based on the so far most
comprehensive sampling of adenosines through high-throughput sequencing,(68) it can be
concluded that most RNA editing sites show in vivo editing levels of below 2%, whereas only
few additional bona fide editing sites with a higher editing rate were identified.(68) This trend
may indicate that, as predicted by the COP hypothesis, modification sites with low levels of
editing far outnumber high percentage editing events.

In humans, more than 6.5 million validated SNPs are currently annotated in the SNP database
(17) and many more sites with low penetrance exist. This means that no two genomes are
identical with respect to the nature of all SNP positions. As a result, the secondary RNA
structures of most primary transcripts will also be slightly different between individuals
including those double-stranded structures that give rise to RNA editing. Therefore, RNA
editing patterns and levels will also vary between individuals. This intriguing conclusion can
be tested experimentally by comparing the background editing patterns between different
family members and individuals with larger genetic distance. Closely related family members
will share a large number of SNPs, making it more likely to have a similar set of background-
edited RNAs. Due to this variation in SNP positions, it is expected that between individuals
of the same species a different set of RNA transcripts or different positions within the same
RNA will be edited leading to a transcriptome-wide editing signature that differs between
individuals and may even be unique in every cell within an organism at a particular time point.
Interestingly, it has been shown that RNA editing, even of prominent recoding targets, differ
between mice of distinct genetic background.(70)

How can RNA editing be beneficial for long-term adaptation over generations, like DNA
mutations? Organisms with a certain set of SNPs may exhibit an editing event that leads to a
survival advantage compared to other individuals of the same species. If this beneficial effect
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persists over an extended period of time, this SNP becomes more prevalent (positive selection).
Subsequent genomic mutations can result in a further increase in editing efficiency, without
losing the un-edited version (which still might serve a function as well) up to an equilibrium
that is optimal for fitness.

RNA editing and brain complexity
The notion of a person-specific or even cell-specific pattern of RNA editing is particularly
interesting regarding the mammalian central nervous system, where the activity of the RNA
editing machinery is especially high.(71) The brain is considered the most complex organ and
also accomplishes such complex tasks as learning and memory. The molecular mechanisms of
memory formation and long-term potentiation are not well understood.(72) We may speculate
that the extraordinary diversity of the transcriptome in the brain generated through RNA editing
could constitute a memory-forming process if dynamic changes in the microenvironment of
single cells alter intracellular editing levels. Synaptic signals represent such changes in local
environment and the ensuing change in editing pattern may constitute a form of cellular
memory mirroring its input and activation history.

Most of the known recoding editing events in mammals occur in brain-specific genes that have
gone through multiple gene duplication events generating sequence-related sub-units and
whose primary transcripts are also subject to a high degree of alternative splicing.(73)
Intriguingly, our COP hypothesis predicts such a behavior. Genes that evolve faster, which
means that more distinct alleles exist in the population, will also display an increased
complexity of editing variants due to the higher number of polymorphisms in the population.
As a result, they may evolve even faster (see Fig. 2C).

Comparison of the human and chimpanzee genomes revealed that the primate brain did not
evolve through addition of novel genes, but rather was associated with changes in gene
expression.(74) The human lineage is characterized by accelerated gene expression changes
in the brain compared with the chimpanzee lineage.(75) A recent study that investigated 200
brain-expressed genes analyzing the KA/KS ratios between mammalian species concluded that
genes involved in brain development have a higher tendency to be under positive selection
between macaques and humans than between mice and rats.(76,77) Thus, genetic plus
epigenetic mechanisms create extraordinary variability allowing the organism to explore a
maximum of new variations.

Concluding remarks
RNA editing may be a principal contributor to the evolution of phenotypic complexity in
mammals and particularly to the complexity of the brain. It has yet to be shown exactly how
much variability is generated by editing in vivo. If recent insights from the analysis of
alternative splicing are any indication, then the increased sensitivity of transcriptome analysis
through the use of deep sequencing technology, as suggested above, will likely reveal large
numbers of low-level editing sites. For example, deep sequencing of human cells showed that
at least 95% of human multiexon genes undergo at least one alternative splicing event, up from
previous estimates of 60–70%.(26) Furthermore, a substantial fraction of alternative splicing
events displayed individual-specific variation (between 10 and 30% of all events).(26) The
latter is believed to be due to polymorphisms that alter splicing dynamics and outcome. We
would speculate that the variation due to RNA editing strongly contributes to these observed
person-to-person differences.

With the widespread prevalence of A-to-I editing, the functional variation generated through
editing and the fact that editing position and extents evolve through small inheritable changes
in genomic sequences, A-to-I editing exhibits key properties to support a general evolutionary
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role. The limitation of genetic variability introduced by RNA editing lies in the overall balance
between the beneficial impact of editing events and the accumulation of non-beneficial
variants. It has been shown that organisms with higher complexity tend to be more robust due
to increased functional redundancy. Furthermore, experimental and theoretical evidence
suggests that in complex systems, genes act as capacitators that buffer, or canalize genotypic
variation under normal conditions.(12,78) Therefore, as long as the editing-induced variability
is still buffered sufficiently by the inherent robustness of the complex, dynamic system,
additional editing sites would be allowable. This could suggest that, in principal, more complex
organisms could allow a higher prevalence of editing and still remain stable. At the same time,
RNA editing further enhances the complexity of the system. This means that overall, RNA
editing may be subject to a feed-forward regulation (Fig. 2C) where more editing within an
organism opens up the sequence space for more variability, which may be achieved through
additional editing sites further increasing complexity.
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Figure 1.
Consequences of A-to-I RNA editing. Location of RNA editing events in pre-mRNA
transcripts and known functional implications. A: Editing within the open reading frame of a
protein-coding transcript. RNA editing changes a codon, which in turn leads to a protein with
amino acid substitution and altered functional properties. Examples: neurotransmitter receptors
GluR-2, GluR-5, GluR-6, 5HT2C serotonin receptor, GABA(A) receptor, K(v)1.1 potassium
channel, etc. (see ref.(27) for review). B: Editing in pri-miRNA transcripts influencing miRNA
biogenesis or target spectrum (see ref.(27) for review). C: RNA editing in mRNA untranslated
exons and intronic sequences with impact on RNA fate (transport, splicing) and regulation.
The influence on splicing is exemplified through a case where a consensus splice-acceptor site
(AG) is destroyed through editing yielding IG (see ref.(27) for review).
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Figure 2.
RNA editing and adaptation. A: Schematic describing the basic mechanism for increased
genetic variability through post-transcriptional RNA editing. B: Continuous probing (COP)
hypothesis. Dynamic folding of RNome causes complex pattern of RNA editing in individual
cells through continued probing of RNA structures by the editing machinery. The high
variability and plasticity within the phenome allows for fast acclimation after environmental
change and facilitates adaptive evolution. C: Feed forward regulation of complexity-generating
mechanisms. Genes that evolve faster than others generate a larger number of alleles in the
population, which leads to an increased diversity in COP editing due to the larger number of
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alternative RNA-folds. The resulting increased complexity of the system further feeds into the
generation of novel alleles in the population.
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