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Accounting for Ligand Conformational Restriction in Calculations
of Protein-Ligand Binding Affinities
Cen Gao, Min-Sun Park, and Harry A. Stern*
Department of Chemistry, University of Rochester, Rochester, New York
ABSTRACT The conformation adopted by a ligand on binding to a receptor may differ from its lowest-energy conformation in
solution. In addition, the bound ligand is more conformationally restricted, which is associated with a configurational entropy loss.
The free energy change due to these effects is often neglected or treated crudely in current models for predicting binding affinity.
We present a method for estimating this contribution, based on perturbation theory using the quasi-harmonic model of Karplus
and Kushick as a reference system. The consistency of the method is checked for small model systems. Subsequently we use
the method, along with an estimate for the enthalpic contribution due to ligand-receptor interactions, to calculate relative binding
affinities. The AMBER force field and generalized Born implicit solvent model is used. Binding affinities were estimated for a test
set of 233 protein-ligand complexes for which crystal structures and measured binding affinities are available. In most cases, the
ligand conformation in the bound state was significantly different from the most favorable conformation in solution. In general, the
correlation between measured and calculated ligand binding affinities including the free energy change due to ligand conforma-
tional change is comparable to or slightly better than that obtained by using an empirically-trained docking score. Both entropic
and enthalpic contributions to this free energy change are significant.
INTRODUCTION
Prediction of receptor-ligand affinities is one of the key tasks

for computer-aided drug design, and a number of fast dock-

ing methods and scoring functions have been developed for

this purpose (1). Although docking/scoring methods are able

to determine the binding mode of known high-affinity

ligands and find new active compounds from a database at

a rate greater than chance, they are unable to predict binding

affinities accurately (2,3). Inaccuracies are not solely attrib-

utable to a lack of sufficient conformational sampling,

because they occur even if the docked pose closely resem-

bles the correct pose from an experimental structure. Several

studies have indicated that the energetic and entropic cost of

constraining a ligand to its conformation in the bound state

can make a substantial contribution to binding affinity. Per-

ola and Charifson examined 150 pharmaceutically relevant

protein-ligand complexes (4), and found that the bound

conformation is 4–5 kcal/mol higher in potential energy

than the lowest-energy conformation. For ~10% of the

ligands examined, the energy difference between the bound

and lowest-energy conformations exceeded 9 kcal/mol.

Tirado-Rives and Jorgensen also addressed the energetic

contribution due to changes in ligand conformation on

binding, which they termed conformer focusing, (5) and

found it can be as large as 15 kcal/mol. Both of these studies

examined only energetic contributions, but an entropic

penalty is also expected to be significant. One rather crude

but widely-used approximation is to include a constant
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penalty term of 0.4–1.0 kcal/mol for each rotatable bond in

the ligand (6–8).

A few recent studies have addressed the problem of calcu-

lating the effects of conformational changes of ligands on

binding, including entropic factors. Gilson and Zhou (8)

and others calculated the binding configurational entropy

using mining minima methods for several molecular

systems, including several host-guest model systems and

a protein ligand system (HIV) (9–11). The results indicated

a large entropy change in all three cases. They suggested

that the effect is primarily due to a narrowed energy well

in the bound-state conformation, rather than from a reduction

of the number of accessible rotamers (11). The configura-

tional entropy change was decomposed into contributions

from molecular rotation and translation, torsions, stretches,

and bends. It was shown that most of the change was due

to the first three contributions.

A more expensive means of computing binding affinities

are statistical-mechanical free energy perturbation (FEP)

calculations, possibly with an explicit representation of water

molecules (12,13). These calculations make use of physi-

cally-based molecular mechanics force fields that in principle

should better describe specific binding interactions such as

hydrogen bonding. Current statistical-mechanical calcula-

tions fall into two primary categories: calculation of absolute

binding free energies via double decoupling (turning off

interactions between the isolated ligand/receptor and solvent,

and turning on interactions between the ligand and receptor

in the bound state) (14,15), and calculation of relative

binding free energies for two closely related ligands to

a common receptor by taking advantage of a thermodynamic

cycle, and computing the free energy changes for the

alchemical processes of changing one ligand to another in
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the bound and solvated states (16), the difference of which is

equal to DDG�. In either case, free energy changes may be

computed by several standard methods. The efficiency of

such calculations may be improved by using biasing poten-

tials to restrain the ligand orientation and position within

the binding pocket during the alchemical or decoupling

transformation (17–19). An alternate method to carry out

free energy calculations is the integration of the potential

of mean force as the ligand is translated into the binding

pocket (20,21). Within the limitations of classical mechanics

and the approximate potential energy functions used to

compute molecular interactions, such calculations are

rigorous, and the entropic contributions of receptor and

ligand flexibility are taken into account correctly. As such,

these calculations are expected to be more accurate than

fast docking/scoring methods. However, they require

computation of phase-space averages for the entire ligand-

receptor-solvent system using a sampling method such

molecular dynamics or Monte Carlo. Due to the roughness

and high dimensionality of the potential energy surface,

this sampling suffers from ergodicity problems, and conver-

gence requires very large amounts of computer time (22).

Because of the computational expense, FEP calculations

are currently impractical for large-scale virtual screening,

and have not yet been validated for a large set of binding

data. However, calculations have yielded impressive agree-

ment with experimental binding affinities for several test

cases; for example, ligands to FK binding protein (23) and

mutants of T4-lysozyme (24,25).

Several approximate methods for binding affinity calcula-

tions making use of physically-based force fields have been

proposed that are intermediate in computational expense

between fast docking/scoring methods and full statistical-

mechanical free energy calculations. These include the linear

interaction energy (LIE) approach (26,27) and the molecular

mechanics/Poisson-Boltzmann surface area method (28).

Although both of these methods have yielded promising

results for several test cases, they are not formally exact,

and in the case of LIE, require fitting empirical parameters

to a training set. Calculations involving force fields often

overestimate binding affinities (29), which has been ascribed

to neglect of changes in conformational entropy (8) and the

difference in energy between the bound ligand conformation

and the lowest-energy conformation in solution (4). A recent

study by Mobley et al. (30) shows that significant errors

occur when hydration free energies are estimated using

a single solute conformation, even for relatively small and

rigid solutes. This suggests that binding affinities will also

be inaccurate unless ligand flexibility in the free state and

the free energy change due to conformational restriction on

binding is taken into account. In their free energy calcula-

tions for FK506-related ligands binding to FK binding

protein, Wang et al. (18) estimated the magnitude of the

contribution due to conformational restriction of the ligand

on binding to be 2–7 kcal/mol.
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In this work, we examine a method for the calculation of

binding affinities that is comparable in computational

expense to the LIE or molecular mechanics/Poisson-Boltz-

mann surface area methods, but include a more detailed treat-

ment of the free energy change due to ligand conformational

restriction on binding. This free energy cost is calculated as

a ratio of configuration integrals for the ligand in its bound

and free conformations. The integrals are calculated using

FEP theory using a quasi-harmonic (QH) reference system.

The QH reference system is a harmonic model derived

from a covariance matrix of coordinates from a molecular

dynamic (MD) or Monte Carlo simulation, as originally

proposed by Karplus and Kushick (31). Because this

harmonic model depends on simulations using the actual

potential, it implicitly takes into account departures from har-

monicity. The QH model has been applied to analysis of

protein structures by Brooks and coworkers (32–34). In

this series of studies, several methods to carry out normal

mode and QH analysis were developed, and applied to calcu-

lating the conformational entropy of a large molecule

system, bovine pancreatic trypsin inhibitor. More recently,

the QH model has been applied to calculating free energy

differences between conformational states of the alanine

dipeptide in vacuum, and good agreement obtained with

converged equilibrium MD simulations (35). The accuracy

of the QH approximation has been examined for small model

systems; it was found that the method tends to overestimate

the configurational entropy for systems characterized by

a rough potential energy surface (36).

In this work, we use the QH model as a reference system

and correct for departures using FEP, in a way similar to the

method of Huang and Makarov (37). The basic idea of calcu-

lating a configuration integral by introducing an approximate

reference system and then computing the ratio of integrals

between the reference and actual systems is widely used

and has been applied to solids using an Einstein crystal

(38) or a set of harmonic oscillators (39) as the reference

system, to liquids using an ideal (40) or harmonic (41) refer-

ence system.

More complicated systems have also been modeled with

this approach. The QH model was used as a reference system

in a study of the stability of water molecules inside the bacte-

riorhodopsin proton channel (42). Ytreberg and Zuckerman

presented a method in which the reference system is con-

structed from histograms of particular coordinates, and

applied it to calculations of the free energy of leucine dipep-

tide (43). Tyka and coworkers have calculated free energy

differences between various conformations of a peptide by

using a harmonic reference system in which the atoms are

restrained to the conformations of interest (44). The idea of

using FEP on a reference system is also related to methods

that use biasing potentials to restrain the ligand (17–19,45).

For a molecule with several degrees of freedom, the poten-

tial energy surface will be rough and any reference system

based on a single harmonic well will be a poor



Ligand Conformational Restriction 903
approximation. Here, we use a multiple-well approach,

similar to the second-generation mining minima algorithm

proposed by Chang and Gilson (10) and Chang et al. (46)

or the MINTA algorithm presented by Kolossvary (47).

A fast conformational search method is used to identify

conformational wells, and the total free energy is estimated

by summing contributions from each well.

We first tested the consistency of the QH/FEP method

with calculations of configuration integrals for models of

water and w-butane, and ratios of configuration integrals

for potentials using different force field parameter sets, and

the alchemical mutation of ethane to methanol. For these

cases, the method is in good agreement with exact results

when available, and with standard methods for computing

free energy differences. The method was subsequently

extended to multiple wells, applied to calculating the free-

energy change due to ligand conformational reorganization

on binding, and used to estimate protein-ligand binding

affinities. A set of 16 proteins, comprising 233 protein-ligand

complexes, was taken from the PDB-bind database, a collec-

tion for which both x-ray crystal structures and measured

binding affinities are available (48,49). We examined the

correlation between measured and estimated affinities, as

well as the free energy cost of ligand conformational change

on binding.
METHODS

Theory

Binding affinities in solution may be characterized by a dissociation constant

Kd ¼
½R�½L�
½RL� ; (1)

where [R], [L], and [RL] are the equilibrium concentrations of free receptor,

free ligand, and bound receptor-ligand complex, respectively. For dilute

solutions, the dissociation constant is related to the free energy of binding

DGbind by the relation

DGbind ¼ m
�

RL � m
�

R � m
�

L ¼ RTlnKd=C
�
; (2)

where C� is a standard concentration (often 1 M) and m� denotes the standard

chemical potential (14).

In this study, we approximate DGbind as the sum of the free energy change

due to the ligand assuming its bound-state conformation in the absence of the

receptor, and a term accounting for ligand-receptor interactions in the bound

state:

DGbind ¼ DGconf þ DHinteraction: (3)

Here DGconf is calculated from the ratio of partition functions for the ligand

in the free and bound states,

DGconf ¼ �RTln
ZL;bound

ZL;free

; (4)

and DHinteraction is the average of the protein-ligand interaction energy taken

over an MD simulation of the bound state. This approximation neglects the

free energy change due to the receptor assuming its bound-state conforma-

tion, which is more difficult to calculate because of its greater size.
The configuration integrals Z in Eq. 4 are for systems containing a single

ligand molecule in a large volume of solvent. If the solvent is treated implic-

itly (50), as is done here, they are given by

Z ¼
Z

e�bUðrÞd3Nr; (5)

where N is the number of atoms, r denotes the 3N Cartesian coordinates

describing the configuration of the free ligand or bound complex, U(r) is

the potential of mean force calculated with the implicit solvent model,

b is 1/kBT where T is the temperature, and the integrals are over all bound

or free configurations, respectively. Here we define bound ligand configura-

tions as those whose mean-square distance to configuration in the crystal

structure is smaller than that to any other low-energy configuration found

in a conformational search (described in more detail below).

In the harmonic and QH models, a potential

UhðrÞ ¼ Uðr0Þ þ
1

2
ðr� r0ÞTHðr � r0Þ; (6)

is used to as an approximation to the actual potential. Here r0 is a reference

configuration (e.g., a local minimum on the actual potential surface), U(r0)

is the actual potential energy at position r0, and H is a force constant matrix.

The superscript T denotes the transpose; that is, (r� r0)T is a row vector. In the

harmonic approximation, H is the Hessian, or matrix of second derivatives of

energy evaluated at r0. In the QH approximation, H is taken to be the inverse

of a covariance matrix C, from an MD or Monte Carlo simulation (31):

H ¼ kBTC�1 ¼ kBT
�
ðr � r0Þðr � r0ÞT

��1
: (7)

Here the angle brackets denote an equilibrium average.

If the bounds are taken to be�N to N for each Cartesian coordinate (that

is reasonable if the variance of each coordinate is small, i.e., the coordinate

does not vary too much from its reference value, so that the integrand

vanishes if the actual configuration is far from the reference configuration)

then the configuration integral can be evaluated analytically. This integral

can then be used to approximate the actual configuration integral:

ZzZh ¼
Z

v

e�bUhðrÞd3Nr: (8)

Alternately, the actual configuration integral can be recovered by multi-

plying by the ratio of the actual and harmonic integrals:

Z ¼ Zh

Z

Zh

: (9)

This ratio can be estimated by any method used for calculating free energy

changes such as the Zwanzig formula (51), or the Bennett acceptance ratio/

maximum-likelihood method (52,53).

For a system with translational and rotational symmetry (for instance, an

isolated molecule in gas phase or treated with implicit solvent) overall rota-

tions and translations do not affect the potential. Furthermore, previous work

(36) shows that with the QH model, using internal coordinates yields a more

accurate result than using Cartesian coordinates. In this work we used

anchored bond-angle-torsion or Z-matrix coordinates (46,54) comprising

3N� 6 lengths ri, angles qi, and dihedrals fi. The position of atom i is deter-

mined such that atoms i and i � 1 are a distance ‘i apart; atoms i, i � 1, and

i � 2 define an angle qi from 0 to p; and atoms i through i� 3 define a dihe-

dral fi from �p to p. (The locations of the first three atoms are determined

using arbitrary fixed reference locations.) In this system, the overall position

and orientation of the molecule are given by ‘1, q1, f1, q2, f2, and f3. The

potential is independent of these coordinates. The remaining 3N � 6 coor-

dinates, which we abbreviate q, affect the internal geometry of the molecule

and the potential. We define a QH model based on internal coordinates:

UhðqÞ ¼ Uðq0Þ þ
1

2
DqTHDq: (10)
Biophysical Journal 98(5) 901–910
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Here q0 are the internal coordinates associated with a reference configura-

tion, Dq h q � q0, and H ¼ kBT hDqDqTi-1. In this case

Zh ¼ 8p2V

Z
e�bUhðqÞJðqÞd3N�6q; (11)

where JðqÞhPN
i¼2‘

2
i PN

i¼3sinqi is the Jacobian for the coordinate transforma-

tion (46,54,55).

Rotation about some dihedral angles (for instance, the rotation of methyl

groups) is relatively unhindered. For such dihedrals, the potential energy

surface is better approximated by a flat reference function than by a harmonic

well. We defined an unhindered dihedral as any with a variance of more than

p2/4. These were excluded from the harmonic approximation, so that it

comprised only bonds, angles, and hindered dihedrals (all of which tend

to vary by only a small amount from their reference values). Only stretches,

bends, and hindered dihedrals are considered in the QH model. These

degrees of freedom make only relatively small fluctuations around their

equilibrium values. As such, the integrals above may be well-approximated

by taking the bounds for each internal coordinate to be �N to N (rather

than e.g., �p to p). The Jacobian factor in Eq. 11 may be Taylor expanded

about the reference configuration q0: after some algebra (see Supporting

Material),

Zhz8p2Ve�bUðq0Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞ3N�6

detH

s
�
 

J0 þ
1

2

X3N�6

i;j¼ 1

JijH
�1
ij

þ 1

24

X3N�6

i;j;k;l¼ 1

Jijkl

h
H�1

ij H�1
kl þ H�1

ik H�1
jl þ H�1

il H�1
jk

i!
;

(12)
up to fourth order, where

J0hJðq0Þ; Jih
vJðqÞ
vqi

����q ¼ q0; . ; Jijklh
v4JðqÞ

vqivqjvqkvql

����q ¼q0:

(13)

It is straightforward to apply the method to calculations involving many

local potential wells, each described by a separate reference system. First,

conformational space is decomposed into wells. Each well is defined by

a low-energy conformer (found by a fast conformational search—details

below) and consists of all geometries closer to that conformation than any

other. For each well, a QH potential is constructed. The configuration inte-

gral is then calculated by FEP based on the QH approximation for that well,

using the low-energy conformation as the reference configuration. The

configuration integral for the entire system is then estimated from the sum

of configuration integrals for all wells.
Numerical tests for simple model systems

We tested the accuracy of the method with numerical calculations on small

model systems. First, we calculated configuration integrals for isolated water

and n-butane molecules (omitting nonbonded interactions) to make compar-

isons with analytical results. CHARMM19 united-atom force field parame-

ters (56) were used, with nonbonded interactions omitted. A modified

parameter set was used as an additional test. Parameters are listed in Table

S2. For each system, the configuration integral was computed analytically,

using the QH approximation by itself, and by perturbation theory from

a QH reference system, using the minimized geometry as the reference

configuration q0. For these calculations, sampling was done for both the

actual and QH reference potentials, and the Bennett acceptance ratio method

was used. Details are given in Supporting Material and results are shown in

Table S3.

For water using the original CHARMM parameters, the FEP correction is

small and the energy from QH itself is accurate. However, if we decreased
Biophysical Journal 98(5) 901–910
the force constants for the stretches and bend, the QH model no longer

provided a good approximation. After the FEP correction, the calculated

integral is almost identical to the analytical value. For w-butane, for both

the original and modified parameter sets, the QH approximation deviates

from the analytical value, whereas the QH/FEP method is accurate.

In previous work (36), the Jacobian factor resulting from the transforma-

tion to bond-angle-torsion coordinates is treated as a constant. In the current

work, we expanded the Jacobian determinant up to fourth order, and

computed the free energy based on corrections up to zero, second and fourth

order term, respectively (see Eq. 12). For small molecules such as water or

n-butane, the second-order correction is small and the fourth-order correc-

tion is negligible. Using the constant approximation is most likely accurate

enough in practice, although in this work we include the second-order

correction.

As an additional test, we calculated free energy changes (the difference in

the logarithms of configuration integrals) associated with changes in the

force field parameters for water and n-butane, as well as an alchemical muta-

tion of ethane to methanol (13). Calculations of ethane and methanol were

made using the all-atom OPLS force field (57). The H-C-C-H dihedral in

ethane (H-C-O-H dihedral in methanol) was excluded from the covariance

matrix calculation because rotation is relatively unhindered, as for the dihe-

dral in n-butane. All bends, angles, and improper dihedrals were included. In

changing a methyl to a hydroxyl, two hydrogen were converted to noninter-

acting dummy atoms. Free-energy differences were computed with the QH

and QH/FEP methods, using bond-angle-torsion coordinates and including

the Jacobian factor up to second order. Results were compared with those

from ordinary multistep FEP (done by linear interpolation of the parameters,

over the course of 20 l-steps).

Table S4 also lists the free energy changes associated with modifying the

parameter sets for water and w-butane. For these two cases, ordinary multi-

step FEP matches the analytical result. As such, we expect that the FEP

result for the alchemical change of ethane to methanol is a good reference

to use in evaluating the accuracy of the QH and QH/FEP methods. The

comparison leads to a similar result as for water and w-butane. The QH/FEP

method give a free-energy difference of 2.89 5 0.01 kcal/mol, consistent

with the multistep FEP result, which is 2.88 5 0.01 kcal/mol. The QH

method by itself deviates from the values above.

Calculations for protein-ligand complexes

To examine the applicability of the multistate QH/FEP method to estimating

relative binding affinities, we chose a test set of protein-ligand complexes

from the ‘‘refined set’’ of the 2008 version of the PDBbind database

(48,49). Details of the test set selection are given in the Supporting Material.

A list of proteins is given in Table 1, and PDB codes for all complexes in

Table S1.

For each ligand in the free state, low energy conformers were found using

the protocol described in the Supporting Material. Each conformer was used

as the starting structure for an independent 0.45 ns Langevin dynamics simu-

lation at a constant temperature of 300 K. The generalized AMBER force

field (GAFF) (58) with AM1-BCC charges (59) was used, and the general-

ized Born/solvent-accessible-surface-area (GBSA) implicit solvent model

(60). These simulations were carried out with the AMBER 9 molecular

dynamics package. Snapshots were saved every 0.15 ps yielding 3000 snap-

shots for each conformer. All snapshots were then assigned to a well corre-

sponding to one of the low-energy conformers, by RMSD. In this procedure,

the free-energy wells are nonoverlapping by construction. Wells containing

fewer than a thousand structures were considered to be insignificant and dis-

carded (see Supporting Material).

In a similar manner to calculations for the model systems described above,

the configuration integral for each well was calculated using free-energy

perturbation using a QH reference system, using internal bond-angle-torsion

coordinates, and the low-energy conformer as the reference configuration q0.

The Jacobian was approximated by a Taylor expansion up to second order.

Free energy perturbation was then carried out between the QH potential and

actual energy surface. Here, sampling was done only for the actual potential,



TABLE 1 Protein-ligand complexes examined in this study

Protein Ligands (n)

1 Serine/threonine-protein kinase Chk1 8

2 Acetylcholinesterase 1

3 Tyrosine phosphatase 1B 10

4 Beta-glucosidase A 14

5 Trypsin 37

6 Thrombin 17

7 Coagulation factor Xa 18

8 Urokinase-type plasminogen activator 9

9 Stromelysin-1 6

10 Thermolysin 11

11 Penicillin amidohydrolase 6

12 Carbonic anhydrase II 20

13 Scytalone dehydratase 5

14 HIV-1 protease 30

15 Endothiapepsin 6

16 Oligopeptide binding protein 28

Ligand Conformational Restriction 905
and the Zwanzig formula used to calculate free energy differences. The

configuration integrals for each well were summed, to give a total configu-

ration integral for the ligand in the free state. When modeling bound protein-

ligand complexes, only a part of the protein including the binding pocket

was used, rather than the entire protein (that would be computationally

expensive and statistically noisy). Furthermore, only a single free-energy

well was used to represent the bound conformation of the ligand, which

could also be potential source of error. More details are given in the Support-

ing Material.

For each protein-ligand complex, the protein-ligand interaction energy

was calculated from a molecular dynamics simulation of 0.5 ns in duration,

using the AMBER99SB (61) force field for the binding pocket residues and

GAFF for the ligands, with solvent modeled implicitly by GBSA as

described above. A harmonic restraint of 10 kcal mol�1 Å�2 was applied

to the atoms in the binding pocket to restrict their conformation to that of

the crystal structure. The estimate for the standard binding free energy (up

to a constant) was taken to be

DGbind ¼ DGconf þ DHinteraction: (14)

Details about computational expense and convergence are given in the Sup-

porting Material.
RESULTS

Comparison between calculated and experimental
affinities

The correlation coefficient Rp between the calculated DGbind

and experimental log Kd or log Ki values were computed for

all 16 protein subsets. In addition, two widely-used rank

correlation coefficients (Kendall’s t and Spearman’s r)

were used as a measure of the agreement between rankings

of compounds in order of affinity, using either DGbind or

log Kd (log Ki). Details about these rank correlation coeffi-

cients is given in the Supporting Material. Results are given

in Table 2. In 5 of 16 subsets examined, a strong positive

correlation between calculated and experimental values

(Rp > 0.7) was found. As an example, Fig. S1 shows the

correlation between predicted and experimental affinities

for a case showing good agreement (urokinase-type plasmin-
ogen activator, with nine ligands and Rp ¼ 0.75). Besides

these five well-predicted subsets, in another six cases we ob-

tained a moderate correlation coefficient (0.3 < Rp < 0.7).

However, there are five subsets where the correlation coeffi-

cient is small or negligible (Rp < 0.3).

As a comparison, we carried out additional binding

affinity calculations in which the configurational entropy

was not included and only the energetic term was considered.

As mentioned above, contributions due to receptor deforma-

tion were not considered. In that case, the binding free

energy may be expressed as the sum of receptor ligand inter-

action term and ligand energetic term, denoted DHbind:

DHbindhDHinteraction þ HL;bound � HL;free; (15)

or alternately,

DHbindhDHinteraction þ Hconf : (16)

The only difference is the configurational entropy due to

ligand conformational change was not included in the calcu-

lation of binding affinities. Results obtained with Eq. 16 are

also listed in Table 2. In general, the prediction quality is

slightly worse when the ligand configurational entropy

change is not included. There are several subsets in which

the predicted correlation coefficient declined by 0.2 or

more.

In rank order correlation tests, both Kendall’s t and Spear-

man’s r values showed a similar trend as Rp. However, the

absolute values of both t and r are smaller than Rp for

many subsets. As an example, for penicillin amidohydrolase,

a relatively good correlation coefficient Rp (0.69) was found,

but both t (0.33) and r (0.49) were somewhat smaller. The

current method can differentiate strongly-bound ligands

from weakly-bound ligands. However, four ligands have

similar affinities, with RT log Ki values within 0.5 kcal/

mol, and the method does not rank these correctly, resulting

in a low t and p.

Comparison with an empirical scoring function

For comparison, we also estimated affinities for all protein-

ligand complexes using Glidescore, a widely-used empirical

docking score (62,63). This score was obtained from the in-

place refinement protocol with extra-precision mode (XP) of

Glide 5.0, which is used to find the best-scoring pose that is

geometrically similar to the input pose, by local minimiza-

tion. For a few ligands, Glide was unable to find a pose using

refinement in XP mode; in this case, we calculated a score

using score-in-place mode with XP, using an initial pose ob-

tained from in-place refinement using standard precision

(SP) mode. A simple score-in-place protocol with SP was

also conducted, in which the conformation from the crystal

structure was scored without modification, but resulted in

poorer results (data not shown). In most cases, the correlation

between DGbind calculated using the current multistate

QH/FEP method and log Kd or log Ki is comparable that
Biophysical Journal 98(5) 901–910



TABLE 2 Comparison between experimental log Kd or log Ki values, and calculated values using four different methods

DHbind* DGbind
y GlideScore XPz �ln M.W.x

Protein Rp t r Rp t r Rp t r Rp t r

1 0.79 0.57 0.71 0.83 0.64 0.81 0.79 0.64 0.74 0.68 0.57 0.71

2 0.82 0.40 0.60 0.82 0.80 0.90 0.14 0.20 0.00 0.61 0.40 0.60

3 0.80 0.64 0.82 0.55 0.33 0.48 0.60 0.38 0.46 0.79 0.60 0.75

4 0.19 0.25 0.52 0.56 0.39 0.52 0.40 0.30 0.41 0.38 0.35 0.37

5 0.72 0.46 0.63 0.61 0.45 0.61 0.71 0.41 0.57 0.76 0.43 0.61

6 0.68 0.55 0.68 0.50 0.38 0.45 0.61 0.39 0.54 0.54 0.47 0.55

7 0.13 0.07 0.13 0.27 0.19 0.27 �0.07 �0.13 �0.15 0.39 0.13 0.19

8 0.56 0.33 0.40 0.79 0.56 0.73 0.16 0.28 0.38 0.64 0.55 0.59

9 0.56 0.33 0.37 0.75 0.47 0.54 0.37 0.07 0.20 �0.24 �0.33 �0.37

10 0.83 0.67 0.85 0.75 0.56 0.72 0.27 0.38 0.38 0.84 0.60 0.77

11 0.44 0.33 0.49 0.69 0.33 0.49 �0.19 �0.20 �0.20 �0.60 �0.22 �0.44

12 0.46 0.14 0.22 0.31 0.16 0.18 0.11 �0.01 �0.02 �0.22 0.00 0.00

13 �0.21 �0.60 �0.80 0.10 0.20 0.20 0.87 0.20 0.30 �0.57 �0.14 �0.23

14 0.20 0.16 0.22 0.13 0.03 0.04 0.35 0.20 0.31 0.48 0.32 0.45

15 �0.21 �0.14 �0.32 0.10 0.14 0.04 0.66 0.52 0.75 �0.02 �0.14 �0.11

16 0.02 �0.04 �0.27 �0.14 �0.10 �0.16 0.23 0.21 0.27 0.06 �0.08 �0.10

Average 0.42 0.28 0.33 0.48 0.35 0.43 0.38 0.24 0.31 0.31 0.25 0.30

For each comparison method, the correlation coefficient Rp is given, along with Kendall’s t and Spearman’s r for experimental and calculated rankings in order

of affinity. Subsets are sorted by Rp between predicted DGbind and experimental values.

*Calculated as the energy difference between the complex, the isolated receptor and free state ligand using AMBER/GAFF/GBSA.
yThe sum of DHbind and ligand configurational entropy of �TDSconf.
zExtra-precision (XP) scoring function.
xNegative logarithm of molecular weight.
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calculated using Glidescore; overall, the QH/FEP method

performs slightly better.

Comparison to correlation based on molecular
weight

Several recent studies have drawn attention to the fact that

both calculated and experimental binding affinities are often

highly correlated with the size of the molecule (3,64,65). We

therefore calculated correlation coefficients, as well as t and

r values between the negative logarithm of molecular weight

and experimental log Kd or log Ki values. As expected, there

is a significant correlation with log Kd or log Ki values for

several protein subsets; however, in general, agreement is

not as good as that obtained using the current multistate

QH/FEP method. In contrast to the results of Kim and Skol-

nick (3), who examined several different docking/scoring

protocols, the correlation coefficient obtained using this

method does not closely track that obtained using the nega-

tive logarithm of molecular weight.

Dependence of results on ligand size

Fig. S2 shows correlation coefficients between calculated

DGbind and experimental log Kd or log Ki as a function of

the average number of rotatable bonds for each of the 16

proteins. In general, agreement is better for cases in which

ligands have fewer rotatable bonds. This is expected,

because for relatively smaller and/or more rigid molecules,

it is easier to thoroughly sample conformational space. For

the five worst cases (Rp < 0.3), many ligands are large and
Biophysical Journal 98(5) 901–910
flexible. For these cases, there are most likely additional

reasons for relatively poor agreement between calculated

and experimental affinities. In particular, a study of HIV-1

protease-inhibitor binding suggested that polarization

contributed to as much as one-third of the total electrostatic

interaction energy between ligand and enzyme (66). The

calculations presented here used a traditional fixed-charge

force field, which does not take polarization effects in to

account. Furthermore, crystallography has shown that there

are several water molecules tightly bound to residues in

the binding pocket of HIV-1 protease-inhibitor (67,68),

and it was suggested that these water molecules facilitated

the binding of certain ligands. Not explicitly treating these

structural waters may result in inaccurate results. It is not

clear why endothiapepsin is problematic, but previous

work has shown that ligand affinities for this enzyme are

poorly predicted by several other docking/scoring protocols

(3). A possible reason is that most ligands in this set are oli-

gopeptides, which are relatively large and flexible.
Differences between ligand conformations
in bound and free states

For the cases we examined, there are often significant differ-

ences in the conformation of ligands when they are bound to

a protein from the crystal structure, and the conformation of

ligands when they are free in solution, from our simulations.

The most favorable free-state conformation closely resem-

bles the bound-state conformation for only 20% of the

ligands we examined (RMSD within 1.0 Å). Fig. S3 shows



FIGURE 1 Superimposition of conformations for ligands

to scytalone dehydratase. The blue conformer is the most

favorable in the free state (that is, the reference conformer

for the well with the largest calculated configuration

integral). The red conformer is that of the ligand in the bound

state, from the crystal structure. The remaining cyan struc-

tures are other suboptimal low-energy conformers in the

free state. Only heavy atoms are displayed. The five ligands

shown are (3-aminomethyl-cinnolin-4-YL)-(3,3-diphenyl-

allylidene)-amine (PDB code 3std), N-[1-(4-bromophenyl)

ethyl]-5-fluoro salicylamide (PDB code 4std), 6,7-difluoro-

quinazolin-4-YL)-(1-metyl-2,2-diphenyl-ethyl)-amide (PDB

code 5std), 2,2-difluoro-1-methanesulfinyl-3-methyl-cyclo-

propanecarboxylic acid [1-(4-bromo-phenyl)-ethyl]-amide

(PDBcode 6 std), and (1RS,3SR)-2,2-dichloro-N-[(R)-1-

(4-chlorophenyl)ethyl]-1-ethyl-3-methylcyclopropane-

carboxamid (PDB code 7std).
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the distribution of the RMSD between the bound-state

conformation, and the reference conformation corresponding

to the free-state well with the largest configuration integral

(i.e., lowest free energy) for the rest ligands. To illustrate

a typical case, Fig. 1 shows all low-energy conformers super-

imposed with the bound-state conformer and the most favor-

able free-state conformer for the five ligands examined for

scytalone dehydratase.

Range of binding affinities

In most subsets, the range of computed binding affinities is

much larger than experimental values. Here for five subsets

where we obtained strong correlation between computed and

experimental binding affinities (Rp > 0.7), we analyzed the

standard deviation of experimental and calculated binding

affinities. In addition, the calculated binding affinities were

decomposed into two terms: the ligand-receptor interaction

energy, and the ligand conformational free energy change.

The standard deviations of these two terms were also

computed. Results are shown in Table S5. In all five subsets,

the standard deviations of the two terms are comparable in

magnitude to the standard deviation of the calculated binding

free energies. Generally, the standard deviation of the ligand-

receptor interaction term is larger than the ligand conforma-

tional free energy term. However, the standard deviations of

these three terms are significantly larger than experimental

values, which are normally close to 1 kcal/mol. This unreal-

istic free energy range has been observed in several previous
publications (8,9,29). It was suspected that this overestima-

tion of binding affinities resulted from neglecting or inaccu-

rately computing ligand configurational entropies. For three

of five subsets we evaluated, taking into account the ligand

energetic and entropic term tends to reduce the range of

computed affinities. However, this penalty term is not large

enough to compensate for the receptor-ligand interaction

term. This suggests that the large range of calculated affinities

is due to other factors; one possibility is the inaccurate

treatment of the receptor conformational change due to

binding. In our calculations, the receptor was restrained to

the bound state; therefore, the contribution resulting from

the receptor assuming different conformations when

bound to different ligands was neglected. We attempted to

include the receptor energy term directly in our bound-state

QH/FEP calculation. However, this treatment is crude

and the noise due to including this term is so large that it domi-

nates the entire free-energy estimate. On the other hand,

a previous free energy calculation yields a computed free

energy of binding that is in good agreement with experimental

value for a set of structurally similar ligands (69). In a later

simulation, a set of ligand hits and decoys with lesser structure

similarities were investigated (70). The magnitude of

energy range is slightly larger, but still reasonable. In both

of these calculations, the initial receptor structure is identical

for different ligands. When bound to different but structur-

ally similar ligands, the receptor deformation term was there-

fore small.
Biophysical Journal 98(5) 901–910
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Ligand conformational free energy change
on binding

As described above, a ligand conformational free energy

change on binding was defined as follows:

DGconfh� RTln
ZL;bound

ZL;free

(17)

where ZL,bound is the configuration integral for the ligand in

the bound-state well (calculated without including interac-

tions with the protein). Here the solvation energy term of

the ligand was recomputed without the presence of binding

pocket, as if the ligand were fully solvated in water. ZL,free

is the total configuration integral for the ligand in the free

state, which is the sum of integrals for all wells. By construc-

tion, DGconf is always positive. Fig. 2 shows a histogram of

this quantity for all ligands with at least a thousand structure

snapshots in the bound-state well (33 ligands were excluded

by this criterion). Calculated values were as large as

33.2 kcal/mol, with an average of 5.77 kcal/mol. For 68%

of the ligands examined, DGconf was at least 1 kcal/mol.

The conformational free energy change on binding can be

decomposed into enthalpic and entropic contributions:

DGconfhDHconf � TDSconf : (18)

Here DHconf is the difference of the average of the potential

for the bound-state well and the free state:

DHconfhDHL;bound � HL;free; (19)

where

HL;bound ¼ hUiL;bound; (20)

and

HL;free ¼
P

ihULiiZiP
i Zi

; (21)
FIGURE 2 Histogram of the ligand conformational free energy change on

binding, DGconf (kcal/mol), for 233 ligands.
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are averages of the potential over the bound-state well, and

over all wells weighted by their configuration integrals,

respectively.

The entropic contribution to DGconf is significant, because

there is little correlation between DGconf and DHconf (data

not shown). Fig. S4 shows that there is a weak, but non-

negligible, correlation between �TDSconf and the number

of rotatable bonds in the ligand. Molecules with fewer rotat-

able bonds tend to have a smaller conformational entropy

change on binding, whereas larger, more flexible molecules

have greater configurational entropy changes. The line of

best fit gives a slope of 0.47 kcal/mol per rotatable bond at

300 K. This value is within the range of constants used in

empirical scoring functions, which is 0.4 to 1.0 kcal/mol

per rotatable bond (8). However, the weak correlation

suggests that this correction is rather crude. The results are

also in agreement with a recent argument (11) that configu-

rational entropy loss on binding is not due primarily to

a reduction of the number of accessible rotamers, but to a nar-

rowing of the conformational bound-state well.

Solvation free energy

We also investigated the contribution of differing solvation

free energies to relative binding affinities. The solvation

free energy may be calculated from the Zwanzig formula:

DGsolv ¼ RTln
�
e�ðUvacuum�UsolutionÞ=RT

�
solution

: (22)

Here U denotes the potential either including or excluding

the contribution due to the implicit solvent model, and the

average is computed over all wells by weighting each by

its configuration integral, as for Hfree above. Solvation free

energies were calculated for all ligands and compared with

values for DGbind. Although differences in DGsolv were

comparable in magnitude to differences in DGbind for each

protein subset, for most subsets, there was almost no corre-

lation between the two quantities (data not shown).
CONCLUSIONS

We examined a method for calculating configuration inte-

grals based on perturbation theory using a quasi-harmonic

reference system. A reference conformation is chosen and

a relatively short simulation is run to generate a covariance

matrix. This is used to construct a harmonic system, whose

configuration integral can be calculated analytically. The

integral for the actual system can then be evaluated using

perturbation theory, with the QH model used as a reference.

The method is applicable to calculations in Cartesian or

bond-angle-torsion coordinates. For the latter, we calculated

a correction due to the Jacobian factor arising from the coor-

dinate transformation. We tested the accuracy of the method

by numerical calculations on small model systems. For

several of the test systems, the QH approximation by itself

does not give accurate results, but including the FEP
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correction results in good agreement with the exact value for

systems for which it can be calculated analytically. We also

compared excess free energy differences calculated by QH/

FEP with those from standard FEP between states; the two

methods give values in close agreement. The method may

be extended to multiple reference systems by choosing

several low-energy reference conformations, defining

a well for each to consist of all geometries closer to that refer-

ence conformation than any other, evaluating configuration

integrals for each well separately, and adding integrals to

obtain a total for the entire system.

We used this method to examine the free energy change

due to ligand conformational restriction on binding. Binding

affinities for protein-ligand complexes taken from the refined

set of the PDBbind database were calculated, using the

generalized AMBER force field with the GBSA implicit

solvent model. Including the contribution due to ligand

conformational restriction improves the agreement between

calculated and measured affinities. For most ligands, there

is a significant difference between the bound-state conforma-

tion and the most favorable conformation in the free state.

The ligand conformational free energy change on binding,

as given by the ratio of configuration integrals computed

for the bound and free states, is a significant contributor to

binding affinity, and is due to entropic as well as enthalpic

contributions.
SUPPORTING MATERIAL

Four figures and five tables are available at http://www.biophysj.org/

biophysj/supplemental/S0006-3495(09)01746-9.
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