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Recent experimental observations of time-resolved multidimensional signals in the light-harvesting
antennae Fenna–Mathews–Olson �G. S. Engel et al., Nature �London� 446, 782 �2007�� show large
oscillations of exciton populations coupled to the long-lived coherences. These effects may not be
reproduced by the standard Redfield theory which assumes weak coupling to a bath. A more general
relaxation superoperator which holds for all system-bath coupling parameter regimes is constructed
by taking into account the statistics �covariances� of Lindblad equation parameters. Simulations for
a model dimer reproduce all observed strong coupling effects. © 2009 American Institute of
Physics. �DOI: 10.1063/1.3142485�

I. INTRODUCTION

Photosynthetic complexes in plants and bacteria are re-
sponsible for the absorption of solar energy and its funneling
toward a reaction center where a chain of electron transfer
reaction converts it to chemical free energy.1–4 The light-
harvesting efficiency is typically very high, above 98%. Nu-
merous experimental and theoretical studies have investi-
gated the factors leading to this remarkably high
efficiency.5–11

The standard description of exciton dynamics in chloro-
phyll aggregates is based on the Redfield equations for the
density matrix written in the secular approximation.10,12–16 At
this level, exciton populations are decoupled from coher-
ences and satisfy an ordinary Pauli Master equation. Two
important consequences are �i� population dynamics are typi-
cally slower �several picoseconds� than the dephasing of ex-
citonic coherences ��100 fs� and �ii� time profiles of popu-
lations are given by sums of exponential functions, while
coherences are oscillatory. The wavelike energy transfer re-
cently observed in the Fenna–Mathews–Olson �FMO� seven
bacteriochlorophyll �BChl� complex indicates that popula-
tions and quantum coherences are strongly coupled.17 Diag-
onal peaks show that populations are oscillatory while the
coherences acquire long-lived contributions related to non-
equilibrium populations. These effects, which could be im-
portant for energy transfer efficiency in photosynthesis,18

may not be described by the Redfield equation.
Describing the coupled quantum dissipative dynamics of

coherences and populations is a long-standing issue. The
complete Redfield equation without invoking the secular ap-
proximation is derived microscopically by second order per-
turbative expansion with respect to the system-bath
coupling.14,16 However, using the full Redfield theory with
strong coupling as required to couple populations and coher-
ences usually results in unphysical density matrices with

negative or diverging populations.14,19,20 One possible ap-
proach that overcomes these difficulties is to include explic-
itly collective bath coordinates using generalized Fokker–
Planck equations.21–23 However, this complicates the
simulations for large aggregates.

A higher-level quantum master equations �QMEs� treat-
ment is possible by using equations of the Lindblad type for
the dynamics of the reduced density matrix.14,19 These equa-
tions were first derived by Gorini et al.24 and by Lindblad.25

A relationship between the Lindblad equation and the sto-
chastic Schrödinger equation �SSE�, which is the quantum
mechanical analog of the classical Langevin equations of
motion for open systems, was subsequently established.19

Because of that relation, these QMEs guarantee to yield
physically acceptable density matrix for all parameter re-
gimes including strong coupling between populations and
coherences. The parameters of the SSE have been mapped
into the relaxation rates obtained from the Redfield theory in
the secular approximation14,16 which decouples populations
and coherences. The Lindblad relaxation parameters must be
fitted when population and coherences are coupled.

Lindblad equations have been widely applied to the
study of excitation dynamics in photosynthetic complexes.
Energy transfer efficiency was studied by Rebentrost et al.26

and Mohseni et al.18 using a Lindblad equation correspond-
ing to the Redfield theory in the secular approximation.
Other authors used the Lindblad equation to include pure
dephasing phenomenologically and observed the enhance-
ment of the energy transfer efficiency.27–29

In this paper, we develop a practical approach that starts
with the Redfield equation in the secular approximation
which is calculated microscopically. The entire relaxation su-
peroperator is then constructed by a statistical analysis based
on the Lindblad equations. This leaves only few free param-
eters that can be obtained from a fit to experiment. Strong
coupling between populations and coherences poses no dif-
ficulty. Simulations on a simple model system show popula-
tion oscillations before thermal equilibrium is reached. The
coherences decay along with the equilibration of the popula-a�Electronic mail: smukamel@uci.edu.
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tions and thus survive for much longer times than in the
secular Redfield theory. The key observables of recent ex-
periments in FMO are thus reproduced by this level of
theory.

II. LINDBLAD VERSUS THE REDFIELD EQUATIONS

We consider a system whose Hamiltonian is partitioned
into three parts: a system �e.g., the chlorophyll aggregate in a
photosynthetic complex�, a bath �e.g., phonons�, and their
interaction. In the Redfield approach the equations for the
reduced system density matrix evolution are obtained by pro-
jection operator techniques.23,30–32 The Redfield equations
read

�̇ = −
i

�
�H,�� − �� , �2.1�

where H is the system Hamiltonian and � is a relaxation
superoperator �a complex matrix� calculated to second order
in the system-bath couplings, by averaging over the bath
degrees of freedom and invoking the Markovian approxima-
tion. � is proportional to the amplitude square of the system-
bath coupling strength, and the integrated bath spectral
density.16

Expanded in the basis of system eigenstates, Eq. �2.1�
reads

�̇ij = −
i

�
��i − � j��ij − �

kl

�ij,kl�kl, �2.2�

where �i is the ith state energy. �ij elements with i= j and i
� j are known as populations and coherences, respectively.
The density matrix is normalized, 0��i,i�1 and Tr���=1.

The density matrix dynamics calculated from the Red-
field theory may become diverging. When the secular ap-
proximation is invoked, the relaxation superoperator reads

�ij,kl
�S� = ��ij�kl + �ik� jl�1 − �ij�kl���ij,kl. �2.3�

In this limit the system populations are decoupled from the
coherences and satisfy an ordinary Pauli Master equation
with the population rate matrix �ii,kk, which guarantees con-
servation of populations and yields the correct thermal equi-
librium at long times. The proper physical behavior of the
density matrix is guaranteed. The population rate matrix is
real so the populations relax exponentially. The coherences
are completely decoupled and are damped by the dephasing
rates �ij,ij. �ij,ij are complex: their imaginary part accounts
for bath-induced energy shifts.

An alternative approach to quantum dissipative dynam-
ics is provided by the Lindblad QME, which attains the form

�̇ = −
i

�
�H,�� + �

�
�V��V�

† −
1

2
�V�

†V� −
1

2
V�

†V��� ,

�2.4�

where V� is an arbitrary set of system operators represented
by complex matrices �“†” indicates a Hermitian conjugate�.
The index � represents various elementary forces.

Equation �2.4� may be brought into the superoperator
form of Eq. �2.2�. The Lindblad equation defines a subspace
of possible Redfield relaxation tensors, which lead to physi-
cally acceptable density matrix dynamics. The V� matrices
are of the same rank as the system density matrix, and appear
in the stochastic Schrodinger equation used for the derivation
of Eq. �2.4�. They can be determined microscopically from
the Redfield theory within the secular approximation.16 Ap-
plications of these equations to systems where populations
and coherences are coupled require a huge parameter set
which is usually guessed phenomenologically.

We shall demonstrate our approach for parametrizing the
Lindblad equations using a model system of two level chro-
mophores interacting with a bath. This system has a single
ground state, two singly excited states and one doubly ex-
cited state.3 We assume that the system is prepared in its
singly excited manifold by an optical pulse and then evolves
freely. By neglecting relaxation into the ground state, the
relevant system subspace consists of two exciton levels �i , j
=1,2 in Eq. �2.2��. The most general form of V matrices in
the Lindblad Eq. �2.4� is then

V� = �a� b�

c� d�
� , �2.5�

where a, b, c, and d are complex numbers. Combining this
with Eqs. �2.2� and �2.4� we can express the elements of the
tetradic matrix � in terms of the Lindblad parameters. The
secular Redfield equations are recovered by the following
parameters representing population transfer:

�11,11 = − �22,11 = �
�

�c��2,

�2.6�
�22,22 = − �11,22 = �

�

�b��2,

and the coherence-dephasing rates

�12,12 = �21,21
� =

1

2�
�

��a��2 + �b��2 + �c��2 + �d��2 − 2a�d�
�� .

�2.7�

The remaining parameters represent couplings between
populations and coherences

�11,12 = − �22,12 = �11,21
� = − �22,21

� = −
1

2�
�

a�b�
� − c�d�

� ,

�12,11 = �21,11
� = −

1

2�
�

2a�c�
� − d�c�

� − b�a�
� ,

�12,22 = �21,22
� = −

1

2�
�

2b�d�
� − d�c�

� − b�a�
� ,

�12,21 = �21,12
� = − �

�

b�c�
� . �2.8�
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The QME, Eq. �2.2�, with �’s elements defined by Eqs.
�2.6�–�2.8� is guaranteed to yield a physical density matrix at
all times for an arbitrary choices of a, b, c, and d.

The form of Eq. �2.8� shows that the rates of the relax-
ation matrix can be interpreted as correlation coefficients of
the matrix elements of V�. We define

	���
 = �
�

����� �2.9�

for �=a ,b ,c ,d. Since �11+�22=1, we can further eliminate
one of the population variables and define the population
difference variable �̃=�11−�22. Equation �2.2� is then recast
as

� �̇̃

�̇12

�̇21

� = − i�− iK 0 0

0 − 	 − i
 0

0 0 	 − i
���
�̃

�12

�21
� + �	bb�
 − 	cc�


0

0
�

+ � 0 �	ab�
 − 	cd�
� �	a�b
 − 	c�d
�
1
2 �	ac�
 − 	bd�
� 0 	bc�

1
2 �	a�c
 − 	b�d
� 	b�c
 0

�� �̃

�12

�21
� + � 0

1
2 �	ac�
 + 	bd�
 − 	c�d
 − 	a�b
�
1
2 �	a�c
 + 	b�d
 − 	cd�
 − 	ab�
�

� , �2.10�

where we have introduced the total population relaxation rate
constant

K = 	bb�
 + 	cc�
 , �2.11�

the energy-level splitting

	 = �2 − �1, �2.12�

and the coherence-dephasing rate


 = 1
2K + 
̂ . �2.13�

Here, 
̂ is the pure dephasing rate given by


̂ = 1
2 �	aa�
 + 	dd�
 − 2	ad�
� . �2.14�

The inhomogeneous terms on the right side of Eq. �2.10�
leads to the correct thermal equilibrium. The first two terms
of Eq. �2.10� give the secular Redfield equation expressed in
terms of the Lindblad parameters. The remaining terms are
Lindblad extensions which induce couplings between the
populations and coherences. The relaxation superoperator �
for a N-site system is given in Appendix A.

Unlike Eq. �2.4�, Eq. �2.10� contains a finite number of
parameters. The full set contains 4�4+1� /2=10 correlation
coefficients. Not all of them are independent due to other
constraints such as invariance of the trace and the thermal
equilibrium at long times. This will be demonstrated in Sec.
III.

By assuming that all variables are uncorrelated and only
retaining 	aa�
, 	bb�
, 	cc�
, and 	dd�
 in Eq. �2.10� we re-
cover the secular approximation with the real pure dephasing
rate 
̂= 1

2 �	aa�
+ 	dd�
�. The nonsecular terms in Eq. �2.10�
vanish. These parameters may be calculated using the Re-
field theory. The correlations between different Lindblad pa-
rameters represented by the third term in the right hand side
of Eq. �2.10� thus allow to go beyond the secular approxi-
mation.

III. LINDBLAD EQUATIONS IN THE WEAK SYSTEM-
BATH COUPLING REGIME

In the weak coupling limit, the thermal equilibrium of
the system is not perturbed by the bath. Hence, at long times,
the density matrix should be diagonal with zero coherences,
�12=�21=0, and the populations satisfy the detailed balance
condition: �11 /�22=e−���1−�2�, where �= �kBT�−1 �kB is Boltz-
mann’s constant and T is the temperature�. These conditions
imply that the relaxation superoperator, � in Eq. �2.2�, has a
zero-value eigenvalue whose eigenvector is
�e−��1 ,e−��2 ,0 ,0�T. This condition may be achieved when19

−
�ij,22

�ij,11
= e�	 �i, j = 1,2� . �3.1�

For Eq. �2.10� at equilibrium, we get

�̃eq = K−1�	bb�
 − 	cc�
� �3.2�

and

�	bd�
 − 	ac�
��̃eq = 	bd�
 + 	ac�
 − 	c�d
 − 	a�b
 , �3.3�

as can be seen combining Eqs. �3.1� and �2.8�.
We can further simplify the form of the density matrix

by noting that it can be written in terms of correlation func-
tions of �a−d� and not of a and d separately. We then have

	aa�
 + 	dd�
 − 2	ad�
 = 	�a − d��a − d��
 + 2i Im	a�d
 ,

�3.4�

where Im stands for the imaginary part,

	ac�
 − 	bd�
 = �	�a − d��b
 − 	�a − d�c�
�/�̃eq, �3.5�

and
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	ab�
 − 	cd�
 = 	�a − d�b�

�̃eq − 1

�̃eq

+ 	�a − d��c

�̃eq + 1

�̃eq

.

�3.6�

Only the first of these three equations contains terms where a
and d stand alone, 	a�d
, but this frequency shift term is
strictly imaginary and may be absorbed in the �1,2’s. We thus
drop it. Making these simplifications we obtain

� �̇̃

�̇12

�̇21

� = − i�− iK 0 0

0 − 	 − i
 0

0 0 	 − i
���
�̃ − �̃eq

�12

�21
�

+�
0 	ãb�


�̃eq − 1

�̃eq

+ 	ã�c

�̃eq + 1

�̃eq

	ã�b

�̃eq − 1

�̃eq

+ 	ãc�

�̃eq + 1

�̃eq

1

2�̃eq

�	ã�b
 − 	ãc�
� 0 	bc�


1

2�̃eq

�	ãb�
 − 	ã�c
� 	b�c
 0
���̃ − �̃eq

�12

�21
� , �3.7�

where we have denoted ã�a−d�. The dephasing rate may
be taken as real by modifying the eigenvalues and is given
by


 = �K + 	ãã�
�/2. �3.8�

Equation �3.7� now has only three unknown parameters,

	ã�b
, 	ã�c
, and 	b̃�c
, provided the secular part of the re-
laxation superoperator can be calculated microscopically
from the Redfield theory.

IV. NUMERICAL RESULTS

A. Population-coherence transfer

Equation �3.7� allows a qualitative analysis of
population-coherence transfer. These variables are coupled
through two types of terms,

�c→p = 	ãb�
��̃eq − 1�/�̃eq + 	ã�c
��̃eq + 1�/�̃eq �4.1�

represents coherence transfer to populations, while

�p→c =
1

2�̃eq

�	ã�b
 − 	ãc�
� �4.2�

represents the reverse process; the effect of both transfer
rates vanish at equilibrium when �̃= �̃eq and �12=�21=0.
Thus, the equilibrium ensures zero coherences and steady
populations. �c→p always vanishes when the up or down
population transfer rate is zero �either b or c vanishes�. �p→c

does not vanish in this case. The rate �p→c thus enables the
slow decay of coherences along with the nonequilibrium
populations. The largest population-coherence coupling is
obtained from Eq. �3.7� when the two correlations, 	ãb�
 and
	ã�c
, are out of phase so that 	ãb�
 and 	ã�c
 have opposite
signs.

As an example we assume that all parameters are real
and write, for 	0 ��2�1�,

	ã2
 = �a
2, 	b2
 = �b

2, 	c2
 = �c
2, �4.3�

where �b
2 and �c

2 are the population transfer rates, while the
pure dephasing rate is 
=�a

2 /2. For the correlations we use

	ãb
 = �a�b cos �ab, 	ãc
 = �a�c cos �ac,

	bc
 = �b�c cos �bc. �4.4�

If ã, b, and c are treated as vectors in real space, the three
correlation angles are related by

cos �bc = cos �ab cos �ac + sin �ab sin �ac cos � , �4.5�

where � runs from −� to �. For a given �ab and �ac, not all
values of �bc are allowed. Equation �3.7� shows that the larg-
est transfer rates between coherences and populations occur
when cos �ab= �1 and cos �ac= �1. In both cases, it fol-
lows from Eq. �4.5� that cos �bc=−1.

The population-coherence transfer strongly depends on
the temperature. At low temperatures �kBT� �	��, the upward
population transfer rate vanishes ��c�0� and �̃eq=1. In this
regime, the coherence to population transfer rate, �c→p, also
vanishes. The population dynamics is thus not affected by
the coherences; however the �p→c= 	ã�b
 /2�0 and the co-
herences are being regenerated as long as populations are not
equilibrated. On the other hand, in the high temperature re-
gime �kBT� �	��, the up and down population transfer rates
are almost equal ��b��c�. The equilibrium population dif-
ference is
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�̃eq �
	

2kBT
. �4.6�

The coherence-population transfer rates are now proportional
to temperature �where we set �b=�c=��,

�c→p = − 2�p→c = −
2kBT

	
�a��cos �ab − cos �ac� . �4.7�

The coherence to population transfer �c→p causes popula-
tions to be affected by oscillating coherences, thereby induc-
ing oscillating dynamics of populations. To quantify this ef-
fect we notice that it may be observed only when the
coherences are nonzero. This is controlled by the coherence
decay rate 
. The importance of the coherence to population
transfer generally can be quantified by the ratio between
these rates �=�c→p /
. At low temperature we have �̃eq�1,
�b

2��c
2 and the ratio is

� = 4
��a�c cos �ac�

�a
2 + �b

2 , �4.8�

the ratio is of the order of �c /�a �we assume that the pure
dephasing is larger than the population relaxation rate�, and
the population-coherence transfer may be ignored. However,
at high temperatures,

� =
4kBT

	
�a�

�cos �ab − cos �ac�
2�2 + �a

2 , �4.9�

and the coupling is controlled by the temperature. When �
1, the transfer rate �c→p is large compared to the popula-
tion redistribution and the coherences decay rates and thus
the population-coherence transfer may be observed.

B. Simulations based on the complete Redfield
superoperator

We assume the following system Hamiltonian matrix �in
cm−1�:

HS = � 0 − 71.3

− 71.3 46.4
� . �4.10�

These are typical exciton splittings and intermolecule inter-
actions in pigment-protein photosynthetic complexes.16 The
eigenenergies are �1=−51.8 cm−1 and �2=98.2 cm−1. The
other parts of the Hamiltonian, the bath part HB and a
system-bath coupling part, HSB, have been described in Ref.
16. Each chromophore is coupled to its own statistically in-
dependent bath, characterized by the overdamped Brownian
oscillator spectral density33 with a relaxation time scale
�−1=106 fs. The chromophore-bath coupling strength is �.
We have used two values of �=35 and 65 cm−1, both typical
in photosynthetic systems.

The Redfield theory can be used with these parameters
to predict the time dependence of the system density matrix.
The Redfield relaxation tensors, � in Eq. �2.2�, given in Ap-
pendix B, were calculated without invoking the secular ap-
proximation at six temperatures, T=77, 131, 185, 239, 293,
and 347 K, where 	 /kBT=2.88 �low temperature� to 0.62
�high temperature�. In Fig. 1 �left column�, we show the time
evolution of the density matrix for �=35 cm−1 at all six

temperatures. In most cases, we see unphysical density ma-
trices at long times: The positive definiteness of the density
matrix breaks down quickly. At T=77, 131, and 185 K the
population behavior is physical in the displayed time period,
but they do not reach equilibrium at long times, while the
coherences decay to nonzero values. For stronger system-
bath couplings �=65 cm−1 in Fig. 2, the Redfield theory
breaks down at earlier times. Only at T=77 K does the den-
sity matrix remain positive definite, but again it does not
reach equilibrium.

C. Redfield equations in the secular approximation

In the secular approximation we only retain the secular
elements �Eqs. �2.6� and �2.7�� of the Redfield relaxation
superoperator; all other elements are neglected. The resulting
evolution of the density matrix is shown in the middle col-
umns of Figs. 1 and 2. Populations and coherences are now
decoupled. The density matrix becomes physically accept-
able �it maintains positive definiteness and the constant trace
at all times�, but the short time oscillations of the populations
disappear. The populations redistribute and reach thermal
equilibrium. The coherences decay rapidly. Both Figs. 1 and
2 show similar behavior but with different relaxation times-
cales, as expected.

D. The Lindblad equations

In the Lindblad simulations we maintain the weak cou-
pling limit. We retain the elements of the secular Redfield
relaxation tensor of Eq. �2.2�. The Redfield theory thus yields
the population redistribution and the pure dephasing rates
�i.e., �a

2, �b
2, and �c

2 parameters�. We then construct a Lind-
blad relaxation tensor according to Eq. �3.7�.

We assume that all parameters are real and take
cos �ab=−1, cos �ac=1, and cos �bc=−1, where the coupling
between population and coherences is maximized. The re-
maining parameters in Eq. �3.7� are determined by the secu-
lar Redfield rates given in Appendix B: we have �b

= ��11,22�1/2, �c= ��22,11�1/2, and �a= �2 Re��12,12�−�b
2−�c

2�1/2.
The resulting time evolution of the density matrix is

shown in the right columns of Figs. 1 and 2. The Lindblad
equation always yields a physical density matrix and retains
transfer between populations and coherences. Population os-
cillations are observed at all temperatures. The oscillations
are weaker at the lower temperatures, but survive for a
longer time since the dephasing rates are small. At higher
temperatures, strong oscillations can be accounted for, but
they decay on a faster time scale. This is explained by the
fact that the interactions between populations and coherences
vanish at equilibrium and that thermal equilibrium is attained
more rapidly at higher temperatures. The coupling between
populations and coherences increases the coherence lifetime
as well. This is clearly seen by comparing the Lindblad and
the secular Redfield predictions at 77 and 131 K in Fig. 2.
The amplitudes of the oscillations for the coherences are
larger for Lindblad than for the secular Redfield. In the
higher temperature regimes, the oscillations in the coher-
ences completely vanish �overdamped limit� in the secular
Redfield while the Lindblad shows coherence oscillations
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lasting for 100–200 fs. Clearly, in order to observe these
effects in a four-wave mixing experiment, short pulses have
to be used.

At 77 K, the populations �Figs. 1 and 2� for the Lindblad
equations oscillate with a shifted frequency �2−�1

+Im��12,12�. At higher temperatures, the populations oscillate

at a higher frequency which does not correspond to the
energy-level difference. The oscillations solely arise from the
interaction between populations and coherences; the second
term on the right hand side of Eq. �3.7�. This is not surprising
since the Lindblad relaxation matrix has the following eigen-
value structure: one zero eigenvalue �corresponding to equi-

77K
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FIG. 1. �Color� Time evolution of all elements of the density matrix for system-bath coupling �=35 cm−1 calculated with the full Redfield theory �left�, the
secular approximation �middle�, and our Lindblad equations �right� with the system Hamiltonian described in Sec. IV: magenta ��22�, blue ��11�, brown
�Re��12��, and green �Im��12��. In all cases, the initial condition is �11�0�=�22�0�=�12�0�=�21�0�=0.5. From top to bottom, the temperatures are T=77, 131,
185, 239, 293, and 347 K.
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librium� and two complex conjugate eigenvalues with a
negative real part that induce oscillations in the populations
and coherences not at the natural frequency of the system. In
the secular Redfield, these two eigenvalues are trivially ob-
tained from the first term on the right hand side of Eq. �3.7�
and the only oscillations come from the �2−�1+Im��12,12�
term.

V. DISCUSSION

We have demonstrated how the Lindblad QME can gen-
eralize the Redfield relaxation tensor in the secular approxi-
mation and couple populations and coherences. Elements of
the relaxation superoperator were recast in terms of correla-
tion coefficients of system-bath coupling variables. The secu-
lar approximation is recovered when these variables are un-
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FIG. 2. �Color� Same as Fig. 1, but for stronger system-bath coupling �=65 cm−1.
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correlated. The coupling between populations and
coherences is induced by correlations of the secular Redfield
parameters �population relaxation and pure dephasing rates�.

In the weak coupling limit, the transport from coher-
ences to populations must vanish at zero temperature where
one of the population relaxation rates is zero. Population-
coherence transfer is observed at higher temperatures. Our
simulations which span the low 	 /kBT1 to the high
	 /kBT�1 temperature regime demonstrate how the popula-
tion oscillations emerge. A word of caution must be made
about Eq. �4.8�. Even if � is large at high temperatures, it
does not mean that strong signatures of the couplings will be
observed for all parameter regimes. At high T, the popula-
tions and coherences rapidly decay to equilibrium and the
effects of the couplings between populations and coherences
may not be observable. The population oscillation frequency
is not simply given by the isolated system energies and is
affected by system-bath couplings.

Figures 1 and 2 were generated using the maximum cou-
pling between population and coherences allowed by our
Lindblad procedure in the weak coupling regime. The cou-
plings can be decreased by lowering the degree of correla-
tions between the a, b, and c variables. These correlations
may be affected by temperature as well, yielding more com-
plicated dependence of the dynamics on the temperature. The
population relaxation timescales and the coherence pure
dephasing rates can be obtained from Redfield theory. The
remaining correlations must be obtained by fitting to experi-
ment.

Relaxing the weak coupling condition �Eq. �3.1�� intro-
duces additional free parameters into the Lindblad equation.
The coupling with the bath then modifies the original system
Hamiltonian; at long times, the density matrix will evolve to
a nondiagonal form in the original basis. One can always
transform the system to a new eigenstate basis where coher-
ences at equilibrium vanish. The QME in this new basis set
is still in the Lindblad form. The exciton analysis and all
excitons properties �transition amplitudes and frequencies�
should be calculated in this new basis set which complicates
the analysis. We have performed strong coupling simulations
by maximizing population-coherence interaction using d�

=0 in Eq. �2.10� �not shown�. This allowed us to explore
further the Lindblad parameters space. The results were
qualitatively similar to the weak coupling regime. Note that
the full Redfield theory satisfies Eq. �3.1� only for i= j. Thus
it does not retain the pure system eigenstates at equilibrium
as well.

The full quantum dissipative dynamics may be simulated
by including bath dynamics into simulations without invok-
ing perturbation theory. The full Redfield theory is micro-
scopic and guarantees realistic system dynamics under cer-
tain conditions implied in their derivation. Equation �2.1� is
limited by the second order to the system-bath coupling so it
holds only when the system-bath coupling is much smaller
than the energy-level splitting 	 of the system eigenstates.
Additionally, the bath correlation time must be much shorter
than 	−1. Note that perturbation theory error may accumulate
during the density matrix propagation and it may grow at
long propagation times. The secular approximation cures this

problem at the expense of missing some physical effects,
such as population oscillations due to quantum evolution of
coherences. The Redfield theory within the secular approxi-
mation leads to a particular form of the Lindblad equation.
However, the Lindblad equation is not limited to the secular
approximation.

Our simulations assumed an infinitely slow timescale for
the irreversible decay of an excitation to the ground state.
Using a finite irreversible time scale, Olaya-Castro et al.27

and Mohseni et al.18 studied the efficiency of the energy
transfer to the reaction center in photosynthetic complexes
using a Lindblad equation corresponding to the secular Red-
field theory. The time scale of such a recombination process
for photosynthetic systems is in the nanosecond range and
can safely be neglected in our 500 fs simulations.

We have reproduced all the qualitative features observed
by Engel et al. in their study of FMO light-harvesting sys-
tem. Figures 1 and 2 show that the coupling introduced be-
tween populations and coherences increases the lifetime of
coherences, decreases the population equilibration time, and
introduces small amplitude oscillations in the short time
population dynamics unlike the secular Redfield theory. The
theory yields a physically acceptable density matrix at all
parameter regimes. The population oscillations and long-
lived coherence oscillations predicted by the Lindblad equa-
tions do not necessarily correspond to the difference between
the energy levels of the isolated system. The observed oscil-
lations can have higher frequency component than cannot be
accounted for by the Redfield frequency shift. This directly
arises from the coupling between coherences and popula-
tions.

Thorwart et al.34 argued that long-lived coherences can
be the result of non-Markovian dynamics where the bath and
system time scales are comparable. These models contain
memory and go beyond the Lindblad equation. Also, note
that our dimer model cannot account for coherence-
coherence transfer which only occurs in systems made of
three or more chromophores. This will be of interest for a
future study.

ACKNOWLEDGMENTS

The support of the National Science Foundation �Grant
No. CHE-0446555� and the National Institutes of Health
�Grant No. GM59230� is gratefully acknowledged.

APPENDIX A: GENERALIZATION TO N-SITE SYSTEM

For a system with N chromophores, Eq. �2.4� becomes

�̇ij = −
i

�
��i − � j��ij + �

�
�
p,q

�Vip
����pq�Vjq

�����

−
1

2
�ip�Vqp

�����Vqj
��� −

1

2
�Vpi

�����Vpq
����qj� . �A1�

Therefore, we can recast Eq. �2.2� with

�ij,kl = − 	VikVjl
� 
 +

�ki

2 �
q

	Vql
� Vqj
 +

�lj

2 �
q

	Vqi
� Vqk
 , �A2�

where the correlations are defined by Eq. �2.9�.
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APPENDIX B: REDFIELD RELAXATION TENSORS

In this appendix, we list the Redfield relaxation tensors corresponding to the Hamiltonian described in Sec. IV at six
different temperatures calculated using Eqs. �370�–�375� of Ref. 16. When we write � as a column vector ��
= ��11,�22,�12,�21�T� in Eq. �2.2�, we get for �=35 cm−1 �elements of � are in cm−1�,

− ��T = 77 K� =�
− 1.219 65 20.115 22.1644 22.1644

1.219 65 − 20.115 − 22.1644 − 22.1644

0.396 29 + i2.684 53 − 6.535 77 + i15.8548 − 25.0707 − i20.267 10.6673 − i20.267

0.396 29 − i2.684 53 − 6.535 77 − i15.8548 10.6673 + i20.267 − 25.0707 + i20.267
� , �B1�

− ��T = 131 K� =�
− 4.505 55 23.4009 37.7084 37.7084

4.505 55 − 23.4009 − 37.7084 − 37.7084

1.463 94 − i1.873 51 − 7.603 42 + i20.4129 − 38.4576 − i34.2952 13.9532 − i34.2952

1.463 94 + i1.873 51 − 7.603 42 − i20.4129 13.9532 + i34.2952 − 38.4576 + i34.2952
� , �B2�

− ��T = 185 K� =�
− 8.546 12 27.4415 53.2523 53.2523

8.546 12 − 27.4415 − 53.2523 − 53.2523

2.776 81 − i6.511 88 − 8.916 28 + i25.0512 − 52.5993 − i48.5706 17.9938 − i48.5706

2.776 81 + i6.511 88 − 8.916 28 − i25.0512 17.9938 + i48.5706 − 52.5993 + i48.5706
� , �B3�

− ��T = 239 K� =�
− 12.8804 31.7757 68.7962 68.7962

12.8804 − 31.7757 − 68.7962 − 68.7962

4.185 09 − i11.161 − 10.3246 + i29.7004 − 67.0346 − i62.8792 22.328 − i62.8792

4.185 09 + i11.161 − 10.3246 − i29.7004 22.328 + i62.8792 − 67.0346 + i62.8792
� , �B4�

− ��T = 293 K� =�
− 17.3548 36.2501 84.3401 84.3401

17.3548 − 36.2501 − 84.3401 − 84.3401

5.638 92 − i15.8106 − 11.7784 + i34.3499 − 81.6101 − i77.189 26.8024 − i77.189

5.638 92 + i15.8106 − 11.7784 − i34.3499 26.8024 + i77.189 − 81.6101 + i77.189
� , �B5�

− ��T = 347 K� =�
− 21.9062 40.8016 99.8841 99.8841

21.9062 − 40.8016 − 99.8841 − 99.8841

7.117 78 − i20.4587 − 13.2573 + i38.9981 − 96.2626 − i91.4945 31.3539 − i91.4945

7.117 78 + i20.4587 − 13.2573 − i38.9981 31.3539 + i91.4945 − 96.2626 + i91.4945
� , �B6�

and the second set for �=65 cm−1,

− ��T = 77 K� =�
− 2.265 07 37.3564 41.1625 41.1625

2.265 07 − 37.3564 − 41.1625 − 41.1625

0.735 968 + i4.985 55 − 12.1379 + i29.4447 − 46.5598 − i37.6387 19.8107 − i37.6387

0.735 968 − i4.985 55 − 12.1379 − i29.4447 19.8107 + i37.6387 − 46.5598 + i37.6387
� , �B7�

− ��T = 131 K� =�
− 8.367 45 43.4588 70.0298 70.0298

8.367 45 − 43.4588 − 70.0298 − 70.0298

2.718 75 − i3.479 37 − 14.1206 + i37.9096 − 71.4213 − i63.691 25.9131 − i63.691

2.718 75 + i3.479 37 − 14.1206 − i37.9096 25.9131 + i63.691 − 71.4213 + i63.691
� , �B8�

− ��T = 185 K� =�
− 15.8714 50.9627 98.8971 98.8971

15.8714 − 50.9627 − 98.8971 − 98.8971

5.156 93 − i12.0935 − 16.5588 + i46.5237 − 97.6844 − i90.2025 33.417 − i90.2025

5.156 93 + i12.0935 − 16.5588 − i46.5237 33.417 + i90.2025 − 97.6844 + i90.2025
� , �B9�
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− ��T = 239 K� =�
− 23.9207 59.012 127.764 127.764

23.9207 − 59.012 − 127.764 − 127.764

7.772 31 − i20.7276 − 19.1742 + i55.1579 − 124.493 − i116.776 41.4663 − i116.776

7.772 31 + i20.7276 − 19.1742 − i55.1579 41.4663 + i116.776 − 124.493 + i116.776
� , �B10�

− ��T = 293 K� =�
− 32.2303 67.3216 156.632 156.632

32.2303 − 67.3216 − 156.632 − 156.632

10.4723 − i29.3625 − 21.8742 + i63.7928 − 151.562 − i143.351 49.776 − i143.351

10.4723 + i29.3625 − 21.8742 − i63.7928 49.776 + i143.351 − 151.562 + i143.351
� , �B11�

− ��T = 347 K� =�
− 40.683 75.7744 185.499 185.499

40.683 − 75.7744 − 185.499 − 185.499

13.2187 − i37.9948 − 24.6206 + i72.4251 − 178.773 − i169.918 58.2287 − i169.918

13.2187 + i37.9948 − 24.6206 − i72.4251 58.2287 + i169.918 − 178.773 + i169.918
� . �B12�
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