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The glucocorticoid receptor (GR) activates or represses transcrip-
tion depending on the sequence and architecture of the glucocor-
ticoid response elements in target genes and the availability and
activity of interacting cofactors. Numerous GR cofactors have been
identified, but they alone are insufficient to dictate the specificity
of GR action. Furthermore, the role of different functional surfaces
on the receptor itself in regulating its targets is unclear, due in part
to the paucity of known target genes. Using DNA microarrays and
real-time quantitative PCR, we identified genes transcriptionally
activated by GR, in a translation-independent manner, in two
human cell lines. We then assessed in U2OS osteosarcoma cells
the consequences of individually disrupting three GR domains, the
N-terminal activation function (AF) 1, the C-terminal AF2, or the
dimer interface, on activation of these genes. We found that GR
targets differed in their requirements for AF1 or AF2, and that the
dimer interface was dispensable for activation of some genes in
each class. Thus, in a single cell type, different GR surfaces were
used in a gene-specific manner. These findings have strong impli-
cations for the nature of gene response element signaling, the
composition and structure of regulatory complexes, and the mech-
anisms of context-specific transcriptional regulation.

Transcriptional regulation in eukaryotes is mediated by mul-
ticomponent protein–DNA complexes assembled at genomic

response elements proximal to target promoters. The mecha-
nism, magnitude, and even the polarity (positive or negative) of
transcriptional regulation are determined by the sequence and
architecture of the response element and promoter and the
availability and activities of regulatory factors that can function
at that response element (1, 2). A vast array of combinatorial
interactions appears possible, but the determinants of the se-
lective assembly and the functional precision of regulatory
complexes are poorly understood.

Steroid hormone receptors, such as the glucocorticoid recep-
tor (GR), are transcriptional regulators that control broad
physiological gene networks, confer pathological effects in a
range of disease states, and offer excellent targets for therapeutic
intervention. Upon hormone binding, GR associates with spe-
cific genomic glucocorticoid response elements (GREs) and
nucleates combinatorial assembly of regulatory complexes that
confer gene-specific control of transcription (3). GREs are of
three general types: simple GREs are typically imperfect palin-
dromes, at which GR is the sole sequence-specific DNA-binding
protein. Composite GREs specify binding sites for GR and for
one or more nonreceptor factors. Finally, at tethering GREs, GR
recruitment is accomplished through protein–protein interac-
tion with another DNA-bound factor (4).

Response elements in general, and GREs in particular, appear
to serve as signals, providing information that allows a single
regulator to confer different regulatory actions at different
genomic positions (3, 4). That view is founded predominantly on
transient transfection experiments using reporter constructs
bearing partial or synthetic GREs. How can we assess whether
distinct regulatory complexes assemble at natural GREs in their

normal chromosomal settings and define the determinants that
specify those differences? Rogatsky et al. (5) described one
approach, a functional factor–pair analysis, in which active
surfaces are mapped on two factors as they function in two or
more response element contexts; differences in the domains
required at different elements reveal the determinants that
produce the functional distinctions. The factor–pair strategy is
unbiased, requiring no prior information about the location or
function of active domains in either factor. In the present work,
we undertook a complementary approach, comparing the rela-
tive utilization of three well characterized surfaces on one
regulator, GR, across a range of genes that are directly con-
trolled by GR.

As two of the monitored surfaces, we chose the GR transcrip-
tional regulatory domains, activation function 1 (AF1) and AF2.
C-terminal AF2 forms on agonist binding, creating the interac-
tion surface for at least two families of coregulators: the p160
proteins (SRC1, GRIP1�TIF2, and RAC3�ACTR) and the
DRIP�TRAP complexes (6, 7). AF1, in the N-terminal region of
GR, has been defined genetically (8–11); this domain was shown
to be phosphorylated and to interact with certain factors in-
volved in transcriptional regulation (12–15), but its cofactors and
activities are generally less well understood than those of AF2.
The third functional surface that we examined was the ho-
modimerization interface within the GR DNA-binding domain
(DBD), which was defined in a crystallographic analysis of the
GR DBD complexed with a simple GRE (16) and demonstrated
to be functional in genetic studies in cells and mice (17–19). In
a few cases that have been examined, the GR dimer interface is
reportedly essential for activation but dispensable for repression.

Studies of GR domain utilization at natural GREs have been
hampered by the paucity of bona fide primary GR target genes
that have been identified. We used cDNA microarrays and
quantitative real-time PCR to define a set of GR-inducible
target genes in U2OS osteosarcoma cells expressing WT GR
(20). We then established U2OS lines expressing GR with
mutations in AF1, AF2, or the dimer interface and examined
whether these defects had differential or parallel consequences
on glucocorticoid regulation of the GR target genes.

Materials and Methods
Cell Lines, Transient and Stable Transfections, and Treatments.
U2OS-rGR (20) or -hGR (21) human osteosarcoma cells ex-
pressing WT rat or human GR were maintained as described
(22). Human A549 epithelial lung carcinoma cells (ATCC no.
CCL-185) were cultured in DMEM�10% FBS. Dexamethasone

Abbreviations: GR, glucocorticoid receptor; GRE, glucocorticoid response element; AF,
activation function; SGK, serum–glucocorticoid-regulated kinase; IRF8, IFN regulatory
factor 8; I6PK, inositol hexaphosphate kinase 3; dex, dexamethasone; SDPR, serum-
deprivation response.

¶To whom correspondence should be addressed. E-mail: yamamoto@cgl.ucsf.edu.

© 2003 by The National Academy of Sciences of the USA

www.pnas.org�cgi�doi�10.1073�pnas.2336092100 PNAS � November 25, 2003 � vol. 100 � no. 24 � 13845–13850

BI
O

CH
EM

IS
TR

Y



(dex), actinomycin D, and cycloheximide (Sigma) were used at
100 nM, 5 �g�ml, and 10 �g�ml, respectively.

To generate stable 30iiB (E219K�F220L�W234R) (23),
A477T, or E773R cell lines, parental U2OS cells (ATCC no.
HTB-96), which do not express endogenous GR, were seeded
into 12-well plates at 50,000 cells per well and transfected with
increasing amounts (5–40 ng per well) of the desired GR
expression vector using 1.6 �l Lipofectamine and 3.2 �l of PLUS
reagent (Invitrogen) per well. The next day, cells were
trypsinized and transferred to 10-cm dishes and resistant clones
were selected at 750 �g�ml G418 (Invitrogen). Isolated colonies
were expanded and tested for GR expression by indirect immu-
nofluorescence and immunoblotting with the GR-specific poly-
clonal antibody N499 (22). Clones homogeneously expressing
GR mutants at levels similar to those of WT GR in a U2OS-rGR
line were further analyzed.

For transient transfections, cells were seeded into six-well
plates at 150,000 cells per well and transfected with pCDNA3-
rGR expression vector (or ‘‘empty’’ pCDNA3) using 4 �l of
Lipofectamine and 6 �l of PLUS reagent per well. Three hours
posttransfection, cells were refed with DMEM-10% FBS, al-
lowed to recover overnight, treated as described in the legend to
Fig. 3, and lysed for RNA isolation.

Microarray Analysis. Total RNA was isolated from U2OS or A549
cells with QIAshredder and RNeasy-Mini kits (Qiagen, Chats-
worth, CA). Microarray analysis was performed as described (24).
In brief, RNA was linearly amplified through two rounds of in vitro
transcription (25) and coupled to N-hydroxysuccunimidyl esters of
Cy3 or -5 (Amersham Pharmacia) (26). For printing the arrays,
DNA was prepared by colony–PCR (27) of the two sequence-
verified Research Genetics (Huntsville, AL) cDNA library sets
containing 21,632 and 20,352 clones each (plates 1–207), coding for
a total of 29,778 human genes. Primary data were analyzed by using
GENEPIX 3.0 software (Axon Instruments, Union City, CA) and
visualized with CLUSTER (28), which groups genes based on their
expression pattern. GENEPIX ratio of medians values were log-
transformed for the significance analysis of microarrays (29). All
accession numbers are from the GenBank database.

Real-Time PCR. Total RNA was isolated from cells by using
QIAshredder and RNeasy Mini kits. Random-primed cDNA was
prepared from 1 �g of total RNA by using the ProtoScript
first-strand cDNA synthesis kit (New England Biolabs). Fifty
nanograms of resultant cDNA was used per 50-�l reaction con-
taining 1.25 units of TaqDNA polymerase (Invitrogen), 1.5 mM
MgCl2, 300 nM of each primer (listed in Table 2, which is published
as supporting information on the PNAS web site), 0.5 mM dNTP
mix, and 0.2� SYBR green I dye (Molecular Probes) in 1� Taq
buffer. Real-time PCR was performed in an Opticon-2 DNA
Engine (MJ Research, Cambridge, MA) and analyzed by using the
��Ct method (Applied Biosystems Prism 7700 Users Bulletin No. 2)
and ribosomal Rpl19 as an internal control for data normalization.
After 39 PCR cycles, a melting curve of a product was generated
between 70°C and 94°C reading every 0.2°C.

Immunoblotting. Cells were washed with PBS, collected by centrif-
ugation (600 � g, 5 min at 4°C), and incubated in a lysis buffer
(10 mM Tris�HCl, pH 8.0�1 mM EDTA�0.5 mM EGTA�140 mM
NaCl�5% glycerol�0.1% Na deoxycholate�0.1% SDS�1% Triton
X-100, supplemented with 1 mM phenymethylsulfonylfuoride and
1 �g�ml each aprotinin, leupeptin, and pepstatin A) for 15 min on
ice. Immunoblotting was performed by using standard protocols
(22) and antibodies to GR (N499) or extracellular signal-regulated
kinase (Santa Cruz Biotechnology). Blots were developed with
horseradish peroxidase-conjugated donkey anti-rabbit second-
ary antibodies and the enhanced chemiluminescence substrate
(ECL-PLUS, Amersham Pharmacia).

Results
Identification of Glucocorticoid-Responsive Genes in U2OS and A549
Cells. We selected U2OS human osteosarcoma cells with stably
integrated GR to assess the overall changes in gene expression
in response to treatment with the synthetic glucocorticoid, dex.
These cells lack endogenous steroid receptors but support the
function of ectopically introduced receptors (20, 30) and thus can
be used to assess the activities of mutant receptors (31, 32).
GR-expressing human A549 lung carcinoma cells, previously
used for identification of glucocorticoid-responsive genes by
microarrays (33), were subjected to a similar analysis and served
as a positive control. We used short-term (2-h) exposure to
hormone in the presence of the protein synthesis inhibitor
cycloheximide to bias toward primary GR targets, as opposed to
those regulated by another glucocorticoid-inducible factor.

Gene expression was monitored by using cDNA microarrays
representing 29,778 human genes. Approximately 90 genes were
induced 2-fold or greater by dex in U2OS cells; 65% of them
were ESTs or genes of unknown function. In this study, we
focused on mRNAs coding for known genes. Unbiased clustering
of microarray data from A549 and U2OS cells revealed, as
expected, subsets of mRNAs dex-induced in each cell line, as well
as those induced in both (Fig. 1 A–C). For example, insulin-like
growth factor-binding protein 1 (IGFBP1) and serum-
glucocorticoid regulated kinase (SGK), known to be widely
expressed (34, 35), were induced in both U2OS and A549 cells
(Fig. 1 A); in contrast, sprouty 1, lung ��� hydrolase, and ENaC,
critical for lung morphogenesis and homeostasis (36, 37), were
strongly induced in A549 lung cells only (Fig. 1C), whereas
MSX2, a bone-specific homeobox factor (38), was induced in
U2OS osteoblasts but not A549 cells (Fig. 1B). In all three
classes, we detected a subset of genes known to be regulated by
glucocorticoids as well as those whose regulation by GR has not
been previously reported (see below). Significance analysis of
microarrays (29) identified 72 genes, whose induction or repres-
sion in U2OS cells was statistically significant at � � 1.02 with
a median of false significance of 0.91 (Fig. 1D). Further corrob-
orating the results of unbiased clustering, some mRNAs (GILZ,
AA775091; EST, AA777493; hIAP2, H48706) were induced in
both U2OS and A549 cells, whereas others (IRF8, N62269; EST,
N62729; MSX2, AA195636) appeared to be U2OS-specific. A
detailed analysis of glucocorticoid-dependent changes of gene
expression in A549 cells will be reported separately (J.-C.W. and
K.R.Y., unpublished work).

Quantitative Analysis of Glucocorticoid-Inducible mRNAs in U2OS
Cells. We used quantitative real-time PCR to assess in an
independent assay the dex regulation of genes identified via
DNA microarrays. Table 1 (top) illustrates dex- and time-
dependent accumulation of 20 U2OS mRNAs that were hor-
monally induced 1.6-fold or greater by microarray analysis (ratio
of medians). The real-time PCR assays revealed that these
mRNAs were up-regulated at least 2-fold by 2 h of hormone
treatment. In contrast, seven mRNAs that were dex-inducible in
A549 but not U2OS cell arrays (Fig. 1C and Table 1, bottom)
showed no appreciable increase by real-time PCR in U2OS cells
after 2 h of dex treatment. Overall, we examined 23 genes that
were dex-inducible by microarray analysis; only one (data not
shown) failed to be confirmed by real-time PCR. Furthermore,
none of 20 genes not induced on the U2OS microarrays showed
appreciable induction in real-time PCR assays (data not shown).
Thus, the genome-wide survey of gene expression by cDNA
arrays was generally confirmed in a direct quantitative assay.
Indeed, although microarray data are not themselves quantita-
tive, a rough correlation in the extents of induction measured by
the two methodologies was apparent (Table 1).

We focused on the 14 genes that were most strongly induced
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based on real-time PCR. The accumulation of all 14 mRNAs
depended on transcription, because pretreatment of cells with
actinomycin D abolished the hormonal response and, as ex-
pected, did not require de novo protein synthesis (Fig. 2). Among
them, four genes, including glucocorticoid-induced leucine zip-
per (GILZ), human inhibitor of apoptosis 2 (hIAP), IGFBP1,
and SGK were known GR targets (39–42). Ladinin-1, platelet-
derived growth factor, inositol hexaphosphate kinase-3 (I6PK),
IFN regulatory factor 8 (IRF8), RNA polymerase II elongation

factor-2, �2,3-sialyltransferase, metallothionein 1L, MSX2,
asparagine B hydrolase, and serum-deprivation response
(SDPR) have not been previously analyzed in connection with
glucocorticoid regulation. Ten of these 14 regulated genes
were chosen to assess selective utilization of the activation and
dimerization surfaces of GR.

GR Target Genes Display Differential Requirements for the AF1, AF2,
and Dimerization Interface. We constructed U2OS cell lines that
stably express GR derivatives bearing individually disrupted

Fig. 1. Expression profiling of glucocorticoid-induced genes. U2OS-rGR, -hGR, and A549 cells were cultured in the absence or presence of 100 nM dex with 10 �g�ml
cycloheximide, as shown, for indicated times. Total RNA was isolated, amplified, labeled, and subjected to microarray hybridization (see Materials and Methods). Each
test hybridization contained Cy5-labeled RNA from dex-treated cells vs. Cy3-labeled RNA from vehicle-treated cells. Matching reference control lanes are hybridizations
of RNA isolated from cells cultured in the absence of dex only, labeled with Cy3 and Cy5. A hierarchical clustering algorithm was used to identify genes induced in both
cells lines (A) and those that are induced in U2OS only (B) or A549 cells only (C). Genes that were subsequently tested for induction in U2OS-rGR cells by real-time PCR
are in bold. (D) (Upper) Microarray data were analyzed by significance analysis of microarrays (SAM). Solid line represents genes for which the observed and expected
relative differences from the reference are identical and that would therefore be found to be ‘‘regulated’’ by chance. At a � � 1.02 (limited by dashed lines), 72 genes
in U2OS cells are found to be significantly activated (46 genes, red) or repressed (26 genes, green), with a false discovery rate of 0.91. (Lower) Log-transformed ratio
of medians values for these genes and their accession numbers are shown. The order of lanes is the same throughout.
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functional domains, AF1, AF2, and the dimer interface at levels
similar to WT GR in U2OS-GR cells (Fig. 3A). First, the GR
30iiB mutant contains three point mutations (E219K�F220L�
W234R) within the core AF1 (Fig. 3A) that silence AF1 activity
without disrupting the overall architecture of the protein (23).
Second, the E773R mutation in the core AF2 substitutes a key
residue in a charge clamp that is required for coactivator binding
(43, 44), thereby disrupting the interaction responsible for AF2
activity; importantly, E773R is fully competent for ligand bind-
ing (B.D.D., unpublished data). Finally, the A477T mutation is
located at the base of the second zinc finger of the GR
DNA-binding domain; this derivative is severely compromised
for dimerization and cooperative DNA binding and displays
reduced transcriptional activation activity from simple GREs in
reporter assays (17, 45).

Quantitative analysis of dex-inducible mRNAs revealed that
AF1 mutation completely abolished induction of hIAP (Fig. 3B).
The ability of the AF1 mutant to activate the IGFBP1 gene was
also severely compromised, whereas the induction of platelet-
derived growth factor, SGK, and ladinin was only moderately
affected, and MSX2, IRF8, and GILZ were essentially insensi-
tive to the loss of AF1 (Fig. 3B).

Interestingly, mutation of AF2 affected a distinguishable
subset of GR targets. Although induction of hIAP was com-
pletely abolished by defects in either domain, IGFBP1 was less
sensitive to the AF2 mutation (49% decrease relative to WT)

compared with the disruption of AF1 (70%). Furthermore,
glucocorticoid regulation of ladinin, SDPR, MSX2, IRF8, and
GILZ, only marginally affected (5–30%) in the AF1 mutant, was
dramatically reduced (70–75%) by mutation of AF2. Finally, the
induction of I6PK was not significantly affected by either sub-
stitution. These data suggest that GR-regulated genes can be
grouped into distinct classes: IGFBP1 appears to depend more
on an intact AF1 rather than on AF2 (class 1); platelet-derived
growth factor, SGK, ladinin, SDPR, MSX2, IRF8, and GILZ
require primarily the AF2 coactivator-binding surface (class 2);
hIAP fully depends on both AF1 and AF2 (class 3); I6PK
appears to use neither (class 4), implying that another activation
surface within GR may be responsible for its regulation.

Unexpectedly, 3 of 10 genes tested (hIAP, SGK, and I6PK)
were only minimally affected by the dimer interface mutation; in
fact, I6PK was induced reproducibly better by the dimer mutant
compared to WT GR. Furthermore, resistance to the dimer
interface disruption did not correlate with requirement for AF1
vs. AF2, because these three genes belonged to different classes
as defined above. Finally, MSX2 was repressed 2- to 4-fold by the
dimer mutant, suggesting that the GR oligomeric state may
affect the polarity as well as the magnitude regulation.

To confirm that the altered glucocorticoid responsiveness in
the dimer or AF2 mutant clones reflected a loss of signaling by
GR, we showed that the defects could be partially complemented
by transient overexpression of WT GR in these cells (Fig. 3C).

Thus, disruption of AF1, AF2, or the dimer interface of GR
revealed multiple patterns of utilization of functional surfaces at
different target genes within the same cell type.

Table 1. Real-time PCR analysis of mRNAs deemed responsive
(top) or unresponsive (bottom) to dexamethasone in U2OS cells
by microarrays

Accession no. Name
Ratio of
medians 0 h 1 h 2 h 8 h

N80129 MT-1L 1.6 1.0 2.1 2.5 10.3
T49652 FLAP 1.6 1.0 2.5 3.5 4.9
W86653 FKBP5 1.7 1.0 2.5 4.1 8.3
R09729 SDPR 2.0 1.0 3.3 4.5 3.1
H09747 ASPH 2.3 1.0 1.8 3.2 2.3
AA284232 ELL 2.3 1.0 3.0 4.5 3.7
AA233079 IGFBP1 2.3 1.0 5.0 10.0 51.0
T97889 Glut3P1 2.4 1.0 1.7 3.6 10.1
AA701944 hTra-2� 2.6 1.0 1.3 2.0 1.5
R83270 TGIF 2.6 1.0 2.1 2.4 2.3
AA701502 PDGF 2.9 1.0 2.0 6.0 10.0
H59861 thrombo 3.1 1.0 4.9 8.5 36.1
AA775091 GILZ 3.2 1.0 8.2 11.0 18.1
N32295 �2,3-ST 3.3 1.0 1.2 2.5 4.2
H48706 hIAP2 3.4 1.0 3.7 8.3 35.3
N52903 I6PK 3.6 1.0 2.5 11.2 16.2
T97710 ladinin1 3.7 1.0 6.8 21.0 69.2
AA195636 MSX2 4.0 1.0 3.2 5.4 8.9
AA486082 SGK 4.8 1.0 0.8 6.7 7.6
N62269 IRF8 5.2 1.0 4.2 9.9 18.7

AA055440 sprouty1 1.0 1.0 1.3 0.7 1.2
H77535 EKI 1.5 1.0 1.6 1.0 9.3
H57309 SLUG 1.2 1.0 1.8 1.9 3.9
AA476272 TNFAIP 1.1 1.0 1.8 1.6 6.4
H26183 C/EBP� 0.9 1.0 0.8 1.3 2.3
W30988 ANGPTL4 0.8 1.0 0.6 0.5 1.0
AA459197 ENaC� 1.0 1.0 1.0 1.1 1.4

U2OS-rGR cells were treated with 100 nM dex for 0, 1, 2, or 8 h; total RNA
was isolated and analyzed by real-time PCR using primers to indicated
genes and ribosomal Rpl19 as an internal control. Twenty genes induced
�2-fold (top) at 2 h (in bold) are sorted by the increasing microarray ratio
of medians (1.6-fold and higher) obtained for the U2OS-rGR cells after a 2-h
dex�cycloheximide treatment.

Fig. 2. Ongoing transcription but not translation is required for the induc-
tion of GR targets. U2OS-rGR cells were either pretreated for 1 h with 5 �g�ml
actinomycin D, after which dex was added to 100 nM as indicated and
incubation continued for 2 h (A); or treated with 100 nM dex for 2 h in the
absence or presence of 10 �g�ml cycloheximide (B). Total RNA was harvested,
reverse-transcribed, and subjected to real-time PCR with primer pairs to
indicated genes. The data were transformed by the standard ��Ct method,
with amplification of ribosomal Rpl19 RNA used as an internal control for
normalization.
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Discussion
Much has been learned from studies of transcriptional regulation
by steroid receptors in vitro and from reductionist approaches in
cultured cells, such as functional domain analyses on receptors
acting at idealized simple response elements. Those experiments
also implied that cell and gene context can profoundly affect
receptor action, consistent with the idea that receptor-
containing regulatory complexes are combinatorial assemblies

whose selective activities are determined in part by the menu of
available factors and by response element architecture. This
model likely accounts for the broad scope of action of these
receptors in controlling physiological and pathophysiological
networks in whole organisms. To understand or manipulate
these networks, we need to identify selectivity determinants and
to derive ‘‘rules’’ by which they function.

It is apparent that the rules are themselves complex, and that
multiple strategies will be needed to approach the problem of
selectivity in vivo. In the present study, we compared within a
single cell-type context the utilization of three specific GR
domains at different GR-regulated genes. Among 10 responsive
genes examined, we found at least six patterns of utilization of
the three domains, suggesting that even a single regulator can
engage distinct combinations of functional surfaces depending
on the gene. Notably, one feature of our approach is that it
requires no prior information about the GREs; we predict,
however, that the different patterns of functional surfaces are
specified in part by differences among response elements that
nucleate distinct regulatory complexes. Whatever the selectivity
determinants may be, our results suggest that they can be
discerned and distinguished by probing with just a few domains
on a single factor within a regulatory complex.

Two of the three domains that we chose were AF1 and AF2,
whose relative contribution to GR transcriptional activation has
been a matter of debate (46). Our study demonstrates that within
a single cell type, endogenous GR target genes are differentially
responsive to AF1 and AF2 mutations, implying that context
effects introduced by differences in GREs, promoters, chroma-
tin packaging, or other features affect the activities of these
regulatory surfaces.

Interestingly, three of 10 genes, hIAP2, SGK (both bearing
well defined palindromic GREs), and I6PK, displayed no de-
pendence on an intact GR dimer interface. Whereas studies in
A477T transgenic mice (GRdim/dim) led to the conclusion that
defects in the dimer interface selectively compromise activation
(18), other work demonstrated that several dimerization mutants
are competent for GRE binding or transcriptional enhancement
(47, 48). Our results are consistent with the latter findings. More
striking is the reversal of regulation observed at the MSX2 gene,
which is induced by WT GR but reproducibly repressed by
A477T. Although it remains to be tested whether activation and
repression are conferred by the same response element, it is
intriguing to speculate that the GR dimerization surface may
serve as a molecular balance point between activation and
repression. The fraction of genes insensitive to the dimer inter-
face disruption can be determined by microarrays; however,
mechanistic studies including a comparative analysis of their
GREs will be required to dissect their commonality.

A few of the up-regulated mRNAs (SGK, hIAP2, GILZ, and
IGFBP1) are established GR targets, but the majority of the
genes, coding for known proteins or currently represented by
ESTs, have not been studied in connection with GR. These new
targets include transcriptional and developmental regulators
affecting, for example, the immune system [IRF8 (49, 50)] or
bone development [MSX2 (51)]. Although a cultured cell system
represents only a middle ground between the reductionist in vitro
approaches and whole animal studies, it permits systematic
examination of any functional surface on a given regulator and
provides a pool of candidate targets to be tested further in
animals. Results with glucocorticoid regulation of GILZ provide
an interesting example. We found in U2OS cells stably express-
ing GR �70–300 (20), a deletion mutant that lacks AF1, GILZ
induction remained �50% of WT, whereas many other GR
targets were not induced (Fig. 4, which is published as supporting
information on the PNAS web site). Strikingly, in an indepen-
dent study in mice (52), GILZ induction in GR2KO animals (53)

Fig. 3. Differential effects of AF1, AF2, and dimer interface disruptions on GR
activation. (A) Generation of U2OS cells expressing mutant rGR variants.
Diagrammed are AF1:30iiB (E219K�F220L�W234R), dim:A477T, and
AF2:E773R GR constructs stably introduced into U2OS cells. Cells were cultured
in the absence or presence of dex for 2 h, and total cell extracts were analyzed
by immunoblotting with antibodies to GR and extracellular signal-regulated
kinase (ERK) as an internal control for loading. (B) GR target genes are
differentially responsive to mutations in the GR AF1�AF2 and dimer interface.
U2OS cells expressing WT or mutant GR were cultured in the absence or
presence of dex for 2 h, and total RNA was analyzed by real-time PCR as
described in Fig. 2. (Upper) Absolute level of hormonal induction over the
untreated control in each clone. (Lower) Percentage induction of each gene by
mutant GR relative to that of WT. Genes are arranged by the relative sensitivity
to the AF1 disruption, from hIAP (most sensitive) to I6PK (completely insen-
sitive). At least two independent clones for each GR mutant were tested with
similar results. (C) Introduction of WT GR into mutant clones partially restores
hormonal responsiveness. U2OS cells expressing dim or AF2 mutants were
transiently transfected with increasing amounts of WT GR cDNA, and the
expression of GILZ, IGFPB1, and ladinin was examined by real-time PCR.
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expressing a similar deletion derivative, GR �1–405, also
amounted to �40% of that in WT.

Finally, our approach could be an initial step for identifying
the cofactor families likely to participate in regulation of some
genes but not others. For instance, AF1 cofactors (12, 14, 15) are
more likely to regulate hIAP2 and IGFBP1, which depend on an
intact AF1 (Fig. 3), rather than GILZ or IRF8, which are
relatively insensitive to AF1 mutations. Similarly, disrupting GR
N-terminal covalent modifications such as phosphorylation (13,
21) would be expected to have more dramatic effects on the
induction of hIAP2 and IGFBP1 and not the genes for which
AF1 activity is dispensable.

Context-specific transcriptional regulation derives from mul-
tiple variables including the sequence and architecture of GREs,

local chromatin structure, recruitment of different cofactors, or
utilization of distinct regulatory surfaces by GR or its accessory
proteins. Together, identifying endogenous GR targets and
distinct patterns of regulatory domain utilization allows for
testable predictions about the composition, assembly, and func-
tion of regulatory complexes.
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