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The motor symptoms of Parkinson’s disease (PD) implicate the
basal ganglia (BG) in some aspect of motor control, although the
role the BG play in regulation of motor behavior is not completely
understood. The modeling study presented here takes advantage
of available cellular, systems, and clinical data on BG and PD to
begin to build a biophysically based network model of pallidosub-
thalamic circuits of BG, to integrate this information and better
understand the physiology of the normal BG and PD pathophysi-
ology. The model reflects the experimentally supported hypothesis
that the BG are involved in facilitation of the desired motor
program and inhibition of competing motor programs that inter-
fere with the desired movement. Our model network consists of
subthalamic and pallidal (both external and internal segments)
neural assemblies, with inputs from cortex and striatum. Func-
tional subsets within each of the BG nuclei correspond to the
desired motor program and the unwanted motor programs. A
single compartment conductance-based model represents each
subset. This network can discriminate between competing signals
for motor program initiation, thus facilitating a single motor
program. This ability depends on metabotropic �-aminobutyric
acid B projections from the external pallidum to subthalamic
nucleus and rebound properties of subthalamic cells, as well as on
the structure of projections between pallidum and subthalamus.
The loss of this ability leads to hypokinesia, known PD motor
deficits characterized by a slowness or inability to switch between
motor programs.

The basal ganglia (BG) play a significant role in motor control.
Nevertheless, the physiological mechanisms responsible for

this control and the pathophysiology responsible for Parkinson’s
disease (PD) motor symptoms remain unclear. The structures
that make up the BG include the striatum, internal and external
segments of the globus pallidus (GPi and GPe, respectively),
substantia nigra pars compacta and pars reticulata (SNc and
SNr), and subthalamic nucleus (STN). The standard models of
BG function, such as that shown in Fig. 1, are based on the
hypothesis that the BG consist of two processing streams: the
direct and indirect pathways (1, 2). This model was originally
formulated (1, 3) to provide a simple framework for understand-
ing the hypo- and hyperkinetic extrapyramidal movement dis-
orders (e.g., PD and Huntington’s disease, respectively). How-
ever, the model fails to adequately explain control of motor
programs, PD motor symptomatology, and the outcome of
surgical interventions in BG (reviewed in refs. 4–6). The con-
ceptual framework of the ‘‘box-and-arrow’’ standard model is
that of a steady state model based only on anatomical connec-
tions and, thus, cannot adequately address either the dynamics
associated with different ionic currents present in BG neurons or
the spatiotemporal organization of activity within BG nuclei.
The need for biophysically based modeling of BG motor control
is widely acknowledged (see, e.g., refs. 7 and 8).

Development of computational models of the BG to date has
primarily focused on reinforcement learning in striatum or
learning of sequences (e.g., refs. 9–11) and on the development

of simplified models (12–14), none of which incorporate dynam-
ics of ionic channels. A recent beginning of biophysically based
modeling (15) examined the dynamics of model networks of only
GPe and STN neurons and found that the biophysical properties
of the neurons in this simple model network can support a wide
spectrum of spatiotemporal oscillatory activity patterns. This
study is an important step toward understanding BG function,
but it was not designed to model the control of motor behavior.

In studies of the relationships between behavior and neural
activity in the BG, recordings have revealed many different
patterns of activity, differently (and somewhat inconsistently)
timed in relation to movement onset (see ref. 16 for review).
Based on a series of experimental observations (17–19), Mink (4)
suggested that the function of the BG is to control competing
motor programs, inhibiting those that interfere with the volun-
tary movement being executed, and focusing disinhibition on this
desired movement. This hypothesis was supported by evidence
that movement-related activity in GPi occurs late compared with
those of movement-related activity in motor regions of the cortex
(16), and that �70% of GPi neurons with movement-related
activity have an increased firing rate with movement while 30%
have a decreased firing rate, consistent with the idea that GPi
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Fig. 1. Standard model of primate BG. Filled arrows correspond to inhibitory
connections, open arrows correspond to excitatory connections, and hatched
arrows represent the dopaminergic innervation of the striatum. Cortical
activation of the direct pathway (striatum–GPi–thalamus) facilitates move-
ment by releasing the motor thalamus from inhibition from GPi and allowing
excitation of corresponding cortical motor areas. Activation of the indirect
pathway (striatum–GPe–STN–GPi–thalamus) has the opposite effects.
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output inhibits more of its thalamic targets than it disinhibits
(20–22).

Modeling of the BG’s role in motor control requires a study
of how BG networks respond to cortical input to influence
thalamocortical circuits responsible for motor control. This
article presents the development and analysis of a minimal
biophysically based model of BG motor control circuitry. Our
model is constructed within an experimentally motivated theory
in which the BG are hypothesized to facilitate the motor
programs to be executed and to inhibit motor programs that may
interfere with the ongoing movement (4, 23–25). In this context,
PD results in an inability to correctly inhibit unwanted motor
programs and support wanted motor programs, leading to
akinesia, bradykinesia, and rigidity. The modeling was developed
to elucidate possible mechanisms for both normal motor control
and the pathophysiology associated with PD.

Methods: Construction of the Model
Network Architecture for Motor Control BG Circuits. To begin, we
presume that groups of STN, GPe, and GPi neurons are tran-
siently formed by input from cortex and striatum to participate
in execution of a particular motor program. Other groups of
pallidal and subthalamic neurons, at that moment, act to sup-
press motor programs that may interfere with the desired
motion. This pattern of activation during movement is supported
by experimental data recorded from non-human primates (e.g.,
20). Subsequently, a new movement would require formation of
new subsets of neurons within each nucleus. In our model circuit
(Fig. 2), we have two subsets of GPe, STN, and GPi, each of
which represents a transiently formed group of neurons. Input
from the cortex and striatum determine which subset in their
target structures are to be activated or suppressed. Obviously,
the simple circuit considered here (Fig. 2) is limited to the
control of only two motor programs, the goal being to represent
the transient execution of only one motor program at a time
(‘‘wanted’’) and the suppression of the other (‘‘unwanted’’). The
connectivity of the circuit is based on the known anatomy of BG
(reviewed in refs. 26 and 27). What we have added to this
proposed circuit is the way in which pallidal and STN subsets are

connected to one another. As will be discussed below, the
cross-connections were chosen to provide a mechanism for
discriminating between corticostriatal signals for the desired
movement and inappropriate corticostriatal inputs.

In our minimal model, striatal and cortical inputs are repre-
sented as external signals to our model system with assigned
timing targeted to specific subsets of the circuit. These input
signals are not derived from biophysical modeling of corticos-
triatal networks. Instead, we use simple forms of spatial and
temporal organization of input signals to GP–STN networks (in
this study ‘‘spatial’’ is limited to only two subsets within each
nucleus). This strategy simplifies the analysis of the model.
Further support of this strategy is grounded in the fact that the
GPi and STN are the effective sites for surgical procedures to
alleviate the motor symptoms of PD. The striatum has been
studied extensively (reviewed in refs. 26–30) and will provide the
necessary experimental constraints on the timing and structure
of corticostriatal input to pallidum and STN for more detailed
modeling.

Modeling Pallidal�STN Subsets. The cellular physiology of STN and
GPe has been studied extensively (STN in refs. 31–33, and GPe
in refs. 34–36). Those studies gave rise to the formulation of
conductance-based models of STN and GPe cells (15). We use
these models for STN and pallidal subsets in our network.
Experimental data available on GPi cell physiology is limited.
Therefore, our GPi model has the same form as the GPe model,
but its parameters are adjusted in such a way that the network
behavior produces tonic GPi activity with a spiking rate similar
to that observed in vivo. All these models include standard
sodium, potassium, and leak currents and incorporate low
threshold T-type Ca2� current, high-threshold Ca2� current, and
Ca2�-activated voltage-independent afterhyperpolarization K�

current. The equation for membrane potential is

C
dV
dt

� �IL � IK � INa � IT � ICa � IAHP � Isyn � Iapp,

where leak current is IL � gL(V � VL), fast potassium and sodium
currents are IK � gKn4(V � VK) and INa � gNam�

3 (V)h(V � VNa),
calcium currents are IT � gTa�

3 (V)b�
2 (r)(V � VCa) and ICa �

gCas�
2 (V)(V � VCa), the afterhyperpolarization current is IAHP �

gAHP([Ca]�[Ca] � k1)(V � VK), where [Ca] is concentration of
intracellular Ca2� ions, and the equation of the calcium balance
is d[Ca]�dt � �(�ICa � IT � kCa[Ca]). n, h and r are slow gating
variables described by first-order kinetic equations, and m, a and
s are instantaneously activated gating variables and depend on
voltage (see ref. 15 for details). The model parameters are from
ref. 15, with the following differences: �h � 2.0, �n

0 � 0.005, �n
1

� 0.31, �h � 0.1, and �n � 0.005. The parameters for GPi model
are the same as for GPe model with the exception of gT � 0.1,
gCa � 0.03, gAHP � 10.0, and �n � 0.05, which makes the firing
rate of GPi cells higher, as has been observed experimentally
(see below).

Modeling Synaptic Connections: Ionotropic and Metabotropic Syn-
apses. All connections present in Fig. 2 represent ionotropic
synapses [excitatory glutamatergic and inhibitory GABAergic
(GABA, �-aminobutyric acid)]. These synapses are modeled by
first-order kinetic equations describing the fraction of activated
receptors as in ref. 15:

ds
dt

� �H��Vpresyn � 	g��1 � s� � 
s,

where sigmoidal function H� � 1�(1 � exp[�(V � �g
H)��g

H]).
The synaptic current from a single connection is given by

Fig. 2. Diagram of motor control model BG network (filled arrowheads
correspond to inhibitory connections, and open arrowheads correspond to
excitatory connections). The depicted pattern of corticostriatal input corre-
sponds to the execution of motor program 1 (‘‘wanted’’) and the inhibition of
motor program 2 (‘‘unwanted’’). The reversed, complementary structure of
corticostriatal input (i.e., input to GPe1, STN2, and GPi2) will reverse wanted
and unwanted motor programs: motor program 2 will be promoted, and
motor program 1 will be inhibited.
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Isyn � gsyn�V � Vsyn�s.

The values of parameters for ionotropic synapses are taken from
ref. 15.

In our model, we include GPe–STN inhibitory metabotropic
GABAB synapses (37, 38). The addition of these slow-acting
synapses can inhibit STN for a sufficiently long time to induce a
strong rebound after release from inhibition. The model of
GABAB synapses consists of two kinetic equations, which in-
clude an equation describing the concentration of activated G
protein (39):

dR
dt

� k1T�1 � R� � k2R

dG
dt

� k3R � k4G,

where R is the fraction of activated receptors and T � TmaxH�.
The synaptic current is given by

Isyn � gB

G4

G4 � k
�V � Vsyn�.

The values of parameters for GABAB synapses follow those
considered in ref. 40 and are Tmax � 0.5, gB � 6.0, k1 � 0.5, k2
� 0.012, k3 � 0.18, k4 � 0.034, k � 100, and Vsyn� �80.0.

Modeling of Corticostriatal Input to BG Network. The input signal
from cortex to STN and from striatum to GPe and GPi is
modeled as a train of spikes in the form of f � (t��)exp(�t��) (for
simplicity, when the new spike occurs f is set to zero). The current
injected into BG model subsets is Iapp � g¥f, with g � gCx, gStr�e,
and gStr�i for current injected to STN, GPe, and GPi, respec-
tively. The parameters of the input currents are gCx � 80.0, gStr�e
� 50.0, gStr�i � 50.0, � � 1 ms, and the spiking rate is 100 spikes
per second.

Experimental Constraints on Model Circuit Dynamics. Synaptic
strength in the model network cannot be directly estimated from
available experimental data. Therefore, to find values appropri-
ate for the present modeling study, synaptic strength was ad-
justed in a series of simulations in such a way that the patterns
of activity of the modeled neurons are physiologically reason-
able. A recent paper (40) provides the results of simultaneous
recordings from rodent STN and GP in several in vivo conditions.
Firing patterns of BG structures in normal and Parkinsonian
primates are reviewed in refs. 4 and 25. The values for synaptic
strengths are gstn3gpe � 4.0, ggpe3stn � 1.0, gstn3gpi � 15.0, and
ggpe3gpi � 0.5. The model network behavior is robust for these
parameter values, although the chosen values are not a unique
combination of parameters that yield the appropriate spiking
rates in the model network.

Results: Behavior of BG Model Circuit in Movement Control
In the absence of any inputs, all subsets of the model network
discharge tonically (Fig. 3). Note that GPi has a relatively high
firing rate in the baseline regime, when no motor program is
being executed (4) (in vivo GPi projects to thalamus and inhibits
thalamocortical motor circuits to prevent movement execution).

Model Circuit Under Corticostriatal Input: Execution of Single Move-
ments and Switching Between Movements. A command to execute
a single movement is modeled as a train of spikes arriving
simultaneously in GPe2, STN1, and GPi1 (input 1), leading to
the following restructuring of the network’s behavior: STN1
firing frequency increases strongly because of the cortical input.
In turn, STN firing leads to an increased frequency in GPe1,

which inhibits GPi1 and STN2 (so STN2 does not excite GPi1).
Striatal input to GPe2 releases STN1 and GPi2 from inhibition,
and striatal input to GPi1 helps to suppress GPi1 firing. As a
result, the following is observed in the output nucleus of BG
network (Fig. 4): GPi1 ceases to fire spikes, and the GPi2 firing
rate increases. After input signals vanish, firing rates return to
the normal values after a period of transient dynamics (there is
a short period of silence in GPi2, probably due to a rebound in
GPe2, which inhibits GPi2; at the same time there is a period of
increased firing in GPi1). So, during the movement, GPi1 is silent
(releasing the corresponding parts of motor thalamus from
inhibition, thus facilitating the desired movement) and GPi2 is
overactive, thus inhibiting thalamocortical circuits responsible
for ‘‘unwanted’’ motor programs.

Because our goal was to develop a model relevant both to
normal behavior and behavioral deficits in PD, we chose to
simulate motor switching (e.g., simple opposing movements such
as reaching and withdrawing or pronation�supination of the
simple neurological examination), which is critically impaired in
PD (41, 42). We simulated the dynamics of the model circuit by
switching corticostriatal input from one set of network subsets
to the complementary one. So, input 2 will drive GPe1, STN2,

Fig. 3. Dynamics of isolated model circuit. Traces of membrane potential for
GPe, STN, and GPi subsets are presented (in the absence of input, the dynamics
of the network is symmetric: the activity in subsets 1 and 2 is the same). In all
of the figures, horizontal axes are time in milliseconds, and vertical axes are
membrane potential V in millivolts.

Fig. 4. Execution of a single movement. The traces of membrane potential
represent the output of GPi subsets of our model circuit in Fig. 2 in response
to corticostriatal signals lasting from t � 1–2 sec. In all of the figures, hori-
zontal bars indicate the duration of input to the network (solid, input 1;
dashed, input 2).
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and GPi2. In this case (Fig. 5A), GPi1 ceases to fire for the time
when input 1 is present and fires with a higher-than-baseline rate
when input 2 is active, whereas GPi2 has the opposite behavior.
As a result, motor program 1 is facilitated and motor program
2 is inhibited during activation of input 1, and when the input is
switched to facilitate motor program 2 and to suppress the
previously executed motor program 1, the pattern of GPi activity
follows it.

One can see that, even though the switching of the input signal
to a complementary one is instantaneous, the switching in GPi
output is not. GPi1 spiking appears 100 ms after input 1 vanishes
and input 2 becomes active. So the temporal precision of motor
program control by our model subthalamopallidal network is
limited. In a series of simulations, we examined the effect of
varying the duration 	 of input 2 (followed by a reversal back to
input 1) on the behavior of the network. If 	 is 200 ms and
smaller, then GPi2 continues to produce high-frequency spiking
during that time and input 2 is not detected. For larger 	, the
short alternative signal is reflected in the GPi output and, so, the
corresponding motor program is facilitated, whereas the com-
peting motor program is inhibited. The value of the limit for
temporal precision depends on the characteristics of rebound
properties in STN (on the properties of GABAB synapses and IT
current).

Model Circuit Under Conflicting Corticostriatal Inputs. We now con-
sider the dynamics of subthalamopallidal networks under con-
flicting input signals, i.e., when two inputs, which correspond to
conflicting motor programs 1 and 2, coexist for a certain amount
of time. For numerical simulations of conflicting corticostriatal
inputs, we consider input signals overlapped in time: input 2
starts some period before input 1 stops (the characteristics of
input currents are the same for both inputs). A typical example
is presented in the Fig. 5B. Here, input 1 ends 500 ms after input
2 is introduced. The spiking in GPi2 disappears, so new move-
ment (movement 2) can start when input 2 starts, whereas the
ongoing movement 1 should be suppressed because of intense
GPi1 spiking. Thus, the output pattern changes to terminate
ongoing movement and promote the new movement, even
though the input signal for the old movement is still active. This
is because high-frequency cortical input to STN2 at t � 2 sec
depolarizes STN2, which leads to a strong rebound burst of
spikes in STN2 (Fig. 5C). This rebound spiking in STN2 excites
GPi1 and excites GPe2 (despite inhibitory input to GPe2, which
is still present). This, in turn, helps to inhibit GPi2 and inhibit
STN1 (which, otherwise, would excite GPi2), even though STN1
continues to receive cortical excitation. This is how spatial
symmetry is broken in the network in response to temporal

asymmetry: the network is symmetric (subsets 1 and 2 are
identical in each nucleus) and the structure of inputs 1 and 2 is
symmetric (have identical characteristics and target complemen-
tary subsets), but the timing of inputs is different, and this is
reflected in the differences in the dynamics of the GPi subsets.

Slow GABAB Synapses Influence Model Circuit Behavior. The detec-
tion of the new signal in two overlapping signals relies on the slow
metabotropic GABAB synaptic projection from GPe to STN.
This synapse leads to hyperpolarization of STN as long as GPe
produces intense spiking. When GPe stops intense spiking, STN
is released from inhibition, resulting in a strong rebound burst
due to the T-type transient calcium current in STN. Numerical
simulations with a network with weak GABAB synapses or
without GABAB synapses at all confirm this role of the slow
GABAB synapse (Fig. 6). The network without these GABAB
synapses is subject to the same overlapping corticostriatal inputs
considered above. The dynamics of GPi are not as extreme as in
the example in Fig. 5 (silence vs. high-frequency spiking) because
the total amount of pallidal inhibition of STN has been changed,
but the general pattern of GPi dynamics is easy to see. When
there is only one input present at any moment of time, GPi
activity facilitates motor program 1 and inhibits motor program
2. However, when the input signals overlap in time, both subsets
of the BG output nuclei, GPi1 and GPi2, produce high-frequency
spiking (Fig. 6 A and B). Therefore, both thalamocortical
circuits, corresponding to two different motor programs, are
inhibited and no movement is performed. This can be inter-
preted as an akinetic condition. In this case, there is no rebound
burst, which was provided by GABAB synapses and transient
calcium T current, in STN (Fig. 6C). As a consequence, spatial
symmetry cannot be broken in response to the break in temporal
symmetry, and the network loses the ability to discriminate
between inputs.

Nonreciprocal Structure of GPe–STN Connections Is Crucial for Model
Circuit Function. The network architecture considered in this work
involves nonreciprocal coupling between GPe and STN subsets.
This hypothesized organization of the network helps to discrim-
inate between competing corticostriatal inputs to the pallido-
subthalamic network. We studied whether reciprocal links be-
tween GPe and STN (in addition to the nonreciprocal links in the
network in Fig. 2) affect this ability. The addition of the
reciprocal links with weak synaptic strengths (5% of nonrecip-
rocal links’ strengths) does not affect the performance of the
network in response to the conflicting inputs, but the ability to
discriminate between conflicting motor programs is gradually
lost with the increase of the synaptic strengths of reciprocal links.

Fig. 5. Switching between different movements. (A) Corticostriatal input 1 is active from t � 1–2 sec, and input 2 (reversed, complementary signal) is active
from t � 2–3 sec. (B and C) Overlapping corticostriatal inputs. Input 1 is active from t � 1–2.5 sec, and input 2 is active from t � 2–3 sec. Dynamics of GPi and STN
are shown.
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As a result, the network behavior is similar to the one observed
with weak GABAB synapses (Fig. 7): both GPi segments are
activated, which leads to the inhibition of thalamus and preven-
tion of the execution of both old and new motor programs, an
akinesia-like condition. A plausible explanation for this effect is
that reciprocal links provide a negative feedback to STN, when
STN is being excited by cortex. Therefore, the STN firing rate
becomes low, there is no rebound burst of activity at the time of
initiation of the corticostriatal signal 2 (Fig. 7), and the ability
to discriminate between corticostriatal inputs is lost. Note that
even though in the present situation reciprocal connections do
not affect the tonic behavior of model subsets, for other param-
eter values they can contribute to the occurrence of oscillatory
activity in the baseline regime [oscillations in STN–GPe model
networks with various types of coupling have been considered

(15); the relation of these oscillations to PD tremor remains
unclear].

Discussion
Facilitation of Desired Motor Program and Inhibition of Competing
Motor Programs. According to the present understanding of BG
physiology, releasing thalamocortical circuits from pallidal in-
hibition allows movement execution. In our model network,
there are two different subsets in GPi; activation of both subsets
corresponds to the absence of movement, whereas deactivation
of one or the other corresponds to the execution of one of two
different motor programs. In the baseline dynamics of the model
circuit (Fig. 3), both subsets of GPi discharge tonically at a high
rate so that all thalamocortical circuits are under pallidal inhi-
bition and no movement is possible. Incoming corticostriatal
signals act to suppress the activity of one of the GPi subsets
(depending on the spatial pattern of this signal, which subsets it
targets). As simulations show, the network is able to perform
such discrimination and facilitate only one motor program
because of the action of slow GABAB synapses, rebound prop-
erties of STN neurons, and nonreciprocal architecture of con-
nections between STN and GPe subsets.

Network models of action selection in BG have been suggested
(12, 43). In these networks, the most ‘‘salient’’ input is selected
by using lateral inhibition, and there is a hard-wired correspon-
dence between specific neurons and specific motor programs. In
particular, the study discussed in ref. 43 supposes that malfunc-
tion of lateral inhibition in striatum (acting by a winner-take-all
mechanism) is directly responsible for failure of proper control
of motor programs in PD. In contrast, the present model is not
designed to detect the most ‘‘salient’’ action among many in
striato-pallido-subthalamic pathways. Rather, it deals with the
suppression of motor programs that interfere with the motor
program being performed. A group of neurons within the
pallidum or STN is dynamically formed in response to cortico-
striatal activity. The model subset representing this group can
consist of different sets of real neurons from one moment to the
next.

Hypokinetic Behavior of BG Model Network. PD motor symptoms
include hypokinetic behavior: akinesia and bradykinesia. Aki-
nesia-like behavior is exhibited in the model network when both
subsets of GPi become active and significantly inhibit thalamo-
cortical circuits, thus preventing facilitation of any motor pro-
gram. This situation was observed during numerical simulation
of the disrupted model network under the influence of compet-
ing corticostriatal inputs. If the GABAB GPe to STN projection
is weak or absent, then both GPi subsets are active, a signature

Fig. 6. Dynamics of BG model network with weak GABAB synapses (gB � 1) (A and C) and without GABAB synapses (gB � 0) (B). The configuration of the inputs
is the same as in Fig. 5 B and C. In the network without GABAB synapses, the strength of synaptic connections was modified to compensate for the absence of
GABAB inhibition of STN by GPe.

Fig. 7. Dynamics of BG model with additional reciprocal links between GPe
and STN (the synaptic strength of these links is half the strength of nonrecip-
rocal links). GPi and STN membrane potential traces are shown.
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of hypokinetic behavior. The prediction about the effect of
GABAB synapses on network function made in this modeling
study calls for confirmation in in vivo or in vitro experiments. A
related prediction from the model is that the Parkinsonian
symptoms should be accompanied by a deficit in the function of
metabotropic GABAergic projections from GPe to STN. De-
termining whether this happens in the Parkinsonian BG requires
studies of changes in BG with Parkinsonian dopaminergic
degeneration.

The introduction into the model network of reciprocal con-
nections between BG nuclei subsets, in addition to nonreciprocal
connections, also leads to akinetic dynamics. In PD, there is a
loss of specificity of neuronal responses to passive movements in
GPi (22, 44) and increased correlations between activity in
distant neural territories (45). The action of reciprocal connec-
tions (which would be inhibited under normal conditions) may
be a mechanism that contributes to the loss of specificity. This
third prediction from the modeling could be tested by examining
the changing structure of connectivity that might accompany the
expansion of receptive fields. Further predictions about the role
of the observed loss of specificity in hypokinetic behavior may
result from modeling studies of larger versions of the network
presented here.

Studies of PD patients’ performance on specific motor tasks
show that although the component movements of a motor
sequence are performed more slowly than healthy subjects, the
slowing is disproportionately greater if that sequence involves

switching between muscle groups (41, 42). The observed change
in the behavior of the network that accompanies deficits in
switching between different motor programs is reminiscent of
this slowness in motor switching. The function of the GABAB
receptors and rebound properties of STN cells in vivo is un-
known; it is possible that these phenomena in the model provide
a mechanism to avoid hypokinetic behavior.

BG Model Networks for Control of Many Motor Programs. Our
minimal model describes the control of only two different motor
programs. We believe that this network is scalable to the large
number of pallidal and STN subsets needed to investigate the
mechanisms responsible for focused activation and rapid tran-
sition between the individual motor programs that accompany
the fluid movements during ongoing behavior. In the larger
network, the spatial pattern of connections could be imple-
mented. The network would include ‘‘off-center’’ inhibitory
projections from GPe to STN, allowing for inhibition of motor
programs interfering with ongoing motion. However, full un-
derstanding of BG motor program control will also require more
detailed modeling of the spatial and temporal patterns of input
into the pallidal�STN networks from the cortex and striatum,
which are necessary for the transient formation of the appro-
priate cell groups within the subthalamopallidal networks.
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