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The Nav1.2 and Nav1.3 voltage-gated sodium channel iso-
forms demonstrate distinct differences in their kinetics and
voltage dependence of fast inactivationwhen expressed inXeno-
pus oocytes. Co-expression of the auxiliary �1 subunit acceler-
ated inactivation of both the Nav1.2 and Nav1.3 isoforms, but it
did not eliminate the differences, demonstrating that this prop-
erty is inherent in the� subunit. By constructing chimeric chan-
nels between Nav1.2 and Nav1.3, we demonstrate that the car-
boxyl terminus is responsible for the differences. The Nav1.2
carboxyl terminus caused faster inactivation in the Nav1.3 back-
bone, and theNav1.3 carboxyl terminus caused slower inactivation
in theNav1.2 channel. Through analysis of truncated channels, we
identified a homologous 60-amino acid regionwithin the carboxyl
terminus of theNav1.2 and theNav1.3 channels that is responsible
for this modulation of fast inactivation. Site-directed replacement
ofNav1.3 lysine 1826 in this region to itsNav1.2 analogue glutamic
acid 1880 (K1826E) shifted the voltage dependence of inactivation
toward that of Nav1.2. The K1826E mutation also accelerated the
inactivation kinetics to a level comparablewith that ofNav1.2. The
reverse Nav1.2 E1880Kmutation exhibited much slower inactiva-
tion kinetics and depolarized inactivation voltage dependence. A
complementarymutation located within the inactivation linker of
Nav1.3 (K1453E) caused inactivation changes mirroring those
caused by the K1826E mutation in Nav1.3. Therefore, we have
identified a homologous carboxyl-terminal residue that regulates
the kinetics and voltage dependence of fast inactivation in sodium
channels, possibly via a charge-dependent interaction with the
inactivation linker.

Sodium channels depolarize the resting membrane of many
excitable cell types to initiate and propagate action potentials
by acting as the molecular pores for sodium ion influx (1). The
voltage-dependent activation and inactivation events basic to
channel gating are highly regulated to ensure normal channel
function, which is vital to skeletal muscle contraction, neuronal
signaling, and cardiac conduction. Small changes in channel
inactivation lead to diseases such as myotonia, paralysis, epi-
lepsy, long QT syndrome, idiopathic ventricular fibrillation,
heart failure, or other disorders (2–14).
There are nine mammalian voltage-gated sodium channel

isoforms, all of which have a similar molecular structure. Each

channel consists of an ion-conducting � subunit associated
with one or more accessory � subunits (15). The � subunit is a
260-kDa four-domain transmembrane protein. Each domain
contains six transmembrane segments (S1–S6), with the S4 seg-
ments acting as voltage sensors and the hairpin-like S5-S6P
loops forming the channel pore. Fast inactivation is mediated
by the intracellular loop between DIII and DIV, which occludes
the inner pore following channel activation.
Because of their roles in action potential firing, the multi-

ple sodium channel isoforms could contribute to diversity in
physiological functions. Numerous studies investigating the
mechanisms underlying isoform-specific inactivation and the
physiological effects of channelopathies have not yet yielded a
consensus model concerning the role of the different isoforms.
Chimeras created by the exchange of the carboxyl termini
between Nav1.5 and Nav1.4 (16) and between Nav1.5 and
Nav1.2 (17) suggested that inactivation is affected by the car-
boxyl-terminal tails. However, the results were mixed regard-
ing how the carboxyl terminus determined channel-specific
inactivation.
In this report, we investigated two temporally distinct iso-

forms expressed in the central nervous system. Nav1.3 is
mainly embryonic, whereas Nav1.2 expression is maintained
at a high level throughout all developmental stages (18–22).
Biophysically, the Nav1.2 channel shows marked differences
compared with the Nav1.3 channel in terms of fast inactivation
inXenopus oocytes (23, 24). Through analysis of chimeric chan-
nels, we showed that the carboxyl terminus is required to trans-
fer the inactivation characteristics of the donor channel.
Through analysis of truncated channels, we identified a 60-res-
idue region in the carboxyl terminus that was responsible for
this modulation. Within this region, a single homologous
amino acid residue (Glu1880 in Nav1.2 and Lys1826 in Nav1.3)
was both necessary and sufficient for the specific inactivation of
each channel.

EXPERIMENTAL PROCEDURES

Molecular Cloning—The wild-type rat Nav1.3 cDNA coding
region was cloned in a pLCT2 low copy vector (pNa3T). The
wild-type rat Nav1.2 cDNA coding region was cloned in a
pLCT1 vector (pNa200). Chimeric channels were constructed
by exchanging restriction fragments produced either by exist-
ing vector or linker-created restriction sites. The 2233-3C chi-
mera was constructed by swapping the 3.12-kb ClaI-NotI
pNa3T fragment into the pNa200 vector digested with BglII
and NotI restriction enzymes and modified by adding a ClaI
linker to the BglII end. 3322-2C was constructed by ligating the
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3.549-kb BglII-NotI pNa200 fragment into the BglII linker-
added NotI-ClaI pNa3T vector. 2223-3C and 3332-2C chime-
ras were cloned by exchanging the BstEII-NotI fragments that
span from the beginning of the DIV S1 to the end of the car-
boxyl terminus. Carboxyl-terminal chimeras 2222-3C and
3333-2C were created by swapping the BsrGI-NotI fragment
covering the entire carboxyl terminus and part of the carboxyl
region of DIV S6. DIV chimeras 2223-2C and 3332-3C were
created by switching a BstEII-BsrGI fragment covering most of
the DIV S1 to most of the DIV S6. The DIII chimera 2232-2C
was constructed by swapping in the BstEII-NotI fragment from
pNa200 into the 2233-3C fragment digested with the same
restriction enzymes.
To construct the mutations, PCR-based site-directed mu-

tagenesis was performed on the carboxyl-terminal regions
(BstEII-NotI fragments) of the rNav1.3 and rNav1.2 channels in
pGem18B. Two consecutive in-frame stop codons (TAATAA)
were created immediately after amino acids 1912, 1902, 1882,
1862, 1842, and 1822 to produce carboxyl-terminal truncated
Nav1.3 C�129, Nav1.3 �109, Nav1.3 C�89, Nav1.3 C�69,
Nav1.3 C�49, and Nav1.3 C�39 channels, respectively. Simi-
larly, Nav1.2 truncated channels were created using two con-
secutive stop codons after positions 1966, 1956, 1936, 1916,
1896, and 1876. PCR products were sequenced using big dye
chemistry on an ABI DNA sequencer (Laguna Scientific,
Laguna Niguel, CA) to confirm the presence of the desired
mutations and the absence of any additionalmutations, and the
BstEII-NotI regions were cloned back into the full-length
rNav1.3 and rNav1.2 plasmids.
Expression and Electrophysiology—In vitro transcription of

NotI-linearized DNA templates using the T7 mMESSAGE
mMACHINE kit (Ambion, Austin, TX) was utilized to produce
RNA. The quality of the transcribed mRNA was confirmed by
glyoxal gel analysis. Stage V oocytes were removed from adult
female Xenopus laevis frogs and prepared as described previ-
ously (25). Oocytes were incubated in ND-96 medium, which
consisted of 96 mM NaCl, 2 mM KCl, 1.8 mM CaCl2, 1 mM

MgCl2, and 5mMHEPES, pH7.5, supplementedwith 0.1mg/ml
gentamicin, 0.55 mg/ml pyruvate, and 0.5 mM theophylline.
RNA encoding rNav1.2, rNav1.3, and chimeric channels was
injected at �20–50 ng/oocyte to obtain current amplitudes
between 0.8 and 6 �A. When the channels were coexpressed
with the�1 or�2 subunits, a 1:10molar ratio of� to�RNAwas
injected. Oocytes were incubated at 20 °C for �40 h in ND-96
before voltage clamping.
Sodiumcurrentswere recordedusing the two-electrode volt-

age clamp OC-725 (Warner Instruments, Hamden, CT) at
room temperature, with aDigiData 1321A interface (Molecular
Devices, Sunnyvale, CA) and pCLAMP 8.0 software (Molecular
Devices) as described previously (26, 27). Currents were
recorded in ND-96 without supplements in the absence and
presence of 400 nM tetrodotoxin. Capacitive transients were
eliminated by subtraction of currents recorded in tetrodotoxin.
The voltage dependence of activation was analyzed using a

step protocol in which oocytes were depolarized for 100 ms
from a holding potential of �100 mV to a range of potentials
from �95 mV to �50 mV in 5-mV increments. Peak currents
were normalized to the maximum peak current and plotted

against voltage. To calculate a reversal potential, the resulting
I-V curve of each data set was individually fit with the equation,

I � �1 � exp��0.03937 � z � �V � V1/ 2���
�1 � g � �V � Vr�

(Eq. 1)

where I is the current amplitude, z is the apparent gating charge,
V is the potential of the given pulse, V1⁄2 is the half-maximal
voltage, g is a factor related to the number of open channels
during the given pulse, and Vr is the reversal potential. Con-
ductance was then calculated directly using the equation,

G � I/�V � Vr� (Eq. 2)

where G represents conductance, and I, V, and Vr are as
described above. The conductance values were fit with the two-
state Boltzmann equation,

G � 1/�1 � exp��0.03937 � z � �V � V1/ 2��� (Eq. 3)

where z is the apparent gating charge, V is the potential of the
given pulse, andV1⁄2 is the potential for half-maximal activation.

Current amplitude at the 50 ms time point was measured by
dividing the average current between the 50 and 51ms times by
the peak current during a depolarization to �10 mV.

The voltage dependence of inactivation was determined
using a two-step protocol in which a conditioning pulse was
applied from a holding potential of �100 mV to a range of
potentials from �100 mV to �15 mV in 5-mV increments for
100 ms, immediately followed by a test pulse to �5 mV. The
peak current amplitudes during the subsequent test pulseswere
normalized to the peak current amplitude during the first test
pulse, plotted against the potential of the conditioning pulse,
and fit with a two-state Boltzmann equation,

I � 1/�1 � exp��V � V1/ 2�/a�� (Eq. 4)

where I is equal to the test pulse current amplitude, V is the
potential of the conditioning pulse, V1⁄2 is the voltage for half-
maximal inactivation, and a is the slope factor.
Entry into inactivation was analyzed using a two-pulse pro-

tocol in which a conditioning pulse to �10 mV was applied
from a holding potential of �100 mV, beginning with a dura-
tion of 0 ms and increasing by 2 ms with each consecutive
sweep, to elicit inactivation. This was immediately followed by
a test pulse to �5 mV to determine the fraction of current that
had been inactivated. Current amplitudes recorded during sub-
sequent test pulses were normalized to the initial test pulse and
plotted against the time of the conditioning pulse. Data for the
Nav1.3, Nav1.3-derived chimeric � subunits alone, Nav1.3 �
calmodulin (CaM),2 and Nav1.3 � CaM1234 were fit from the 2
ms time point instead of the 0 ms time point because a slight
potentiation of less than 1% was observed in several oocytes.
This effect was not observed for Nav1.2 or Nav1.2-derived chi-
meras or in the presence of the�1 subunit. In the case of� � �1,
these data were then fit with the double exponential equation,

I � �AFast � exp��t/�Fast� � ASlow � exp��t/�Slow�	 (Eq. 5)

2 The abbreviation used is: CaM, calmodulin.
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where I is the current, AFast and ASlow are the relative propor-
tions of current inactivating with the time constants �Fast and
�Slow, and t is the period of the conditioning pulse. When �
subunits were expressed alone, the data were fit with the single
exponential equation,

I � A � exp��t/�� (Eq. 6)

Recovery from inactivation was analyzed using three separate
two-pulse protocols. Each protocol began with a conditioning
depolarization from a holding potential of �100 to �5 mV for
50 ms, which inactivated �95% of the channels. This was fol-
lowed by a decreasing recovery time interval at �100mV and a
test depolarization to �5 mV. The three protocols differed
only in the maximum length of recovery time and the time
interval by which that recovery period decreased: 25-ms
maximum and 1-ms decrements in the short protocol,
200-ms maximum and 5-ms decrements in the intermediate
protocol, and 3000-ms maximum and 100-ms decrements in
the long protocol. Fractional recovery was calculated by
dividing the maximum current amplitude during the test
pulse by the maximum current amplitude of the correspond-
ing conditioning pulse. The recovery data were fit with either
the double exponential equation,

I � 1 � �A1 � exp��t/�1� � A2 � exp��t/�2�� (Eq. 7)

or the triple exponential equation,

I � 1 � � A1 � exp��t/�1� � A2 � exp��t/�2� � A3

� exp��t/�3�� (Eq. 8)

in which A1, A2, and A3 are the relative percentages of current
that recovered with the time constants �1, �2, and�3, and t is the
recovery time.
Use-dependent inactivation was analyzed at a frequency of

39Hz using 17.5-ms depolarizations to�10mV from a holding
potential of �100 mV. The protocol was carried out for 2.56 s,
which was long enough for the current to have reached equilib-
rium. Peak current amplitudes were normalized to the peak
current amplitude during the first depolarization and plotted
against pulse number.
The kinetics of fast inactivation were determined from cur-

rents elicited during the same step protocol used for the voltage
dependence of activation, in which oocytes were depolarized
for 100 ms from a holding potential of �100 mV to a range of
potentials from �95 to �50mV in 5-mV increments. Inactiva-
tion time constants were determined using the Chebyshev
method to fit each trace with either the single exponential
equation,

I � ASlow � exp���t � K�/�Slow� � C (Eq. 9)

or the double exponential equation,

I � AFast � exp���t � K�/�Fast� � ASlow � exp���t � K�/�Slow�

� C (Eq. 10)

where I is the current, AFast and ASlow are the relative pro-
portions of current inactivating with the time constants �Fast

and �Slow, K is the time shift, and C is the steady-state asymp-
tote. The time shift was selected manually as the point at
which the macroscopic current began to inactivate
exponentially.

RESULTS

Fast Inactivation Kinetics of Nav1.2 and Nav1.3—We char-
acterized the biophysical differences between the Nav1.2 and
Nav1.3 sodium channel isoforms using Xenopus oocytes, a
standard and highly controlled heterologous system for
studying ion channel function. Wild-type Nav1.2 and Nav1.3
sodium channels were expressed as � subunits alone and in
the presence of the auxiliary �1 subunit. Fig. 1A shows sam-
ple macroscopic current traces for the Nav1.2, Nav1.3,
Nav1.2 plus �1, and Nav1.3 plus �1 channels recorded during
a 100-ms depolarization to �10 mV from a holding potential
of �100 mV. In the absence of �1, Nav1.3 sodium current
showed a significantly slower decaying phase compared with
Nav1.2 at all voltages tested. As a result of the slower inacti-
vation, Nav1.3 demonstrated a residual current that was
more than 5-fold higher than that for Nav1.2 (19.6 
 5.2% for
Nav1.3 compared with 3.4 
 2.9% for Nav1.2) at �10 mV
(Fig. 1B).
Co-expression of �1 accelerated inactivation of both the

Nav1.2 and Nav1.3 isoforms, consistent with previous results
examining the effect of the �1 subunit on sodium channel cur-
rents in oocytes (28–31).Despite this acceleration,Nav1.3� �1
still inactivated more slowly than Nav1.2 � �1 (Fig. 1A). How-
ever, residual currents at the end of the 100-ms depolarization
pulse were comparable, with 5.2 
 2.9% for Nav1.2 � �1 and
5.8 
 3.0% for Nav1.3 � �1 (Fig. 1B).
To quantify the difference in kinetics between theNav1.2 and

Nav1.3 channels, inactivation time constants were determined
by fitting the current traces at �10 mV with either a single
exponential equation or a double exponential equation. In the
case of Nav1.3, a single exponential equation fit very well,
resulting in a single time constant that was termed �Slow. The
rapidly inactivating component of the Nav1.2 current required
a two-component exponential equation, resulting in both �Slow
and �Fast. The �Slow forNav1.3 was significantly slower than that
for Nav1.2, as shown in Table 1. Because co-expression of �1
accelerated the kinetics of Nav1.3 inactivation, two time con-
stants were required to fit those currents. Both the �Slow and
�Fast time constants for Nav1.3 � �1 were significantly slower
that those for Nav1.2 � �1 (Table 1).
Voltage Dependence of Nav1.2 and Nav1.3—The Nav1.2

and Nav1.3 isoforms demonstrated clear differences in the
voltage dependence of inactivation when expressed as � sub-
units alone, with the voltage dependence of Nav1.3 being
�20 mV more positive compared with Nav1.2 (Fig. 1C and
Table 1). The voltage dependence of inactivation was
affected by the presence of the �1 subunit. With �1, negative
shifts of 8.9 and 11.6 mV were observed for the V1⁄2 of inac-
tivation of Nav1.2 and Nav1.3, respectively (Fig. 1D and
Table 1). Because the V1⁄2 of both channels was shifted in the
same direction and by a similar magnitude, the large differ-
ence (17.1 mV) in voltage dependence of inactivation
between the two isoforms remained. Therefore, although the
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�1 subunit accelerated fast inactivation, it did not eliminate
the inactivation differences between the Nav1.2 and Nav1.3
isoforms.

Because inactivation is coupled to activation in sodiumchan-
nels (32–34), we tested whether the inactivation differences
between Nav1.2 and Nav1.3 could be accounted for by differ-

FIGURE 1. Differences between Nav1.2 and Nav1.3. A, representative sodium currents recorded at room temperature using the two-electrode voltage clamp on
Xenopus oocytes expressing either wild-type Nav1.2, Nav1.3, Nav1.2 � �1, or Nav1.3 � �1. Traces shown were elicited by a �10 mV depolarization from a holding
potential of �100 mV and normalized to the peak current amplitude. B, the percentage of residual current was determined by dividing the average current during the
last 10 ms of each depolarization by the peak current of the corresponding trace. Sample sizes were 6 for Nav1.2, 8 for Nav1.3, 6 for Nav1.2 � �1, and 5 for Nav1.3 � �1.
C, the voltage dependences of inactivation (circles) and activation (triangles) for the wild-type Nav1.2 and Nav1.3 channels expressed as � subunits alone. D, the voltage
dependences of inactivation (circles) and activation (triangles) for the wild-type Nav1.2 and Nav1.3 channels expressed as ���1. The data points represent means, and
the error bars indicate S.D. values. The data in C and D were fit with a two-state Boltzmann equation as described under “Experimental Procedures,” and the parameters
of the fits are shown in Table 1.

TABLE 1
Voltage dependence and inactivation kinetics parameters of Nav1.2, Nav1.3, and chimeric channels
Values presented are means 
 S.D.

Channel
Voltage dependence of

fast inactivation
Voltage dependence of

activation
Kinetics of fast inactivation

(at �10 mV) Entry into inactivation

V1⁄2 a n V1⁄2 Z n �Slow ASlow �Fast AFast n �Slow ASlow �Fast AFast n

mV mV mV e0 ms % ms % ms % ms %
Nav1.2 �36.0 
 3.2 8.0 
 0.6 8 �13.1 
 1.4 5.0 
 0.3 6 17.6 
 3.0 38 
 4 4.2 
 0.9 62 
 4 8 4.9 
 0.5 97.2 
 2.8 NAa NA 7
Nav1.3 �16.2 
 0.8 4.7 
 0.5 8 �14.6 
 2.4 6.9 
 0.6 8 28.4 
 4.0b 100 NA NA 14 14.8 
 1.4b 100 NA NA 6
Nav1.2 � �1 �44.9 
 5.0 8.5 
 1.6 8 �13.6 
 1.4 4.4 
 0.1 6 9.3 
 3.0 20 
 7 0.9 
 0.2 80 
 7 5 3.4 
 1.5 31.2 
 2.8 0.7 
 0.4 63.2 
 3.2 5
Nav1.3 � �1 �27.8 
 2.5c 8.5 
 0.7 12 �16.2 
 0.8 5.8 
 0.6 5 27.5 
 3.7c 43 
 9c 2.2 
 0.5c 57 
 9c 9 10.6 
 3.0c 88.8 
 8.0 NA NA 8
2233-3C �22.3 
 2.0 5.1 
 0.8 12 �16.3 
 2.3 6.1 
 0.4 6 24.1 
 2.9 100 NA NA 7 12.2 
 0.9 100 NA NA 5
2232-2C �37.6 
 2.6 9.0 
 0.5 8 �15.2 
 1.9 5.2 
 0.4 7 21.6 
 4.2 26 
 4 5.8 
 0.9 74 
 4 8 5.4 
 0.7 98.8 
 2.2 NA NA 9
2223-3C �20.6 
 2.0 4.6 
 0.4 10 �17.2 
 2.5 6.6 
 0.6 9 23.0 
 2.6 100 NA NA 6 10.8 
 3.0 100 NA NA 5
2223-2C �31.5 
 0.8 7.2 
 0.4 8 �12.5 
 2.0 5.9 
 0.8 8 22.8 
 2.4 38 
 6 6.5 
 1.2 62 
 6 8 5.4 
 0.4 100 NA NA 8
2222-3C �22.3 
 1.0 5.4 
 0.4 11 �16.4 
 1.6 5.8 
 0.4 8 27.4 
 4.5 100 NA NA 5 9.9 
 1.5 100 NA NA 11
3322-2C �34.2 
 1.1 7.8 
 0.8 5 �11.8 
 1.5 5.4 
 0.4 8 21.5 
 1.6 42 
 7 5.7 
 0.7 58 
 7 5 6.3 
 0.8 100 NA NA 6
3332-2C �34.6 
 2.6 9.4 
 0.5 8 �14.4 
 2.0 5.4 
 0.4 8 27.4 
 4.9 24 
 4 6.5 
 1.9 76 
 4 5 6.8 
 0.8 100 NA NA 8
3333-2C �37.4 
 2.6 9.9 
 1.7 7 �16.2 
 2.7 5.6 
 0.6 5 27.6 
 5.8 18 
 13 7.5 
 1.8 82 
 13 5 8.2 
 0.5 100 NA NA 8
3332-3C �22.6 
 1.4 7.4 
 0.8 11 �14.3 
 1.2 5.4 
 0.3 9 37.7 
 11.0 100 NA NA 6 5.2 
 0.2 100 NA NA 5

a NA, not applicable because current trace was efficiently fitted with a single exponential equation.
b Significantly different from Nav1.2, p � 0.0001.
c Significantly different from Nav1.2 � �1, p � 0.001.
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ences in their activation gating. In the absence of �1, the
half-activation potentials (V1⁄2) and slope values for the nor-
malized conductance curves were comparable for Nav1.2
and Nav1.3 (Fig. 1C and Table 1). In addition, the �1 subunit
did not significantly alter the voltage dependence of activa-
tion of either the Nav1.2 or Nav1.3 isoform (Fig. 1D and
Table 1). Thus, the inactivation differences between Nav1.2
and Nav1.3 did not result from differences in the voltage
dependence of activation.
Rates of Entry into and Recovery from Inactivation of Nav1.2

and Nav1.3—Differences in steady-state inactivation may
result from gating steps preceding inactivation and/or changes
in steps following inactivation. To determine if either of these
processes was responsible for the differences in inactivation, we
examined the rates of entry into and recovery from inactivation
and use-dependent inactivation. Nav1.2 channels entered the
inactivated state much faster than Nav1.3 in both the absence
and presence of �1 (Fig. 2A and Table 1). �1 accelerated entry
rates of both channels without eliminating the differences. As a
consequence of the slower rate of entry into inactivation,
Nav1.3 required 50ms to reach�85% inactivationwith orwith-
out �1, whereas Nav1.2 reached 85% inactivation at 5 ms in the
presence of �1 and at 11 ms in the absence of �1.
The Nav1.2 and Nav1.3 isoforms differed slightly in their

rates of recovery from inactivation in the absence of �1, but
both displayed a slow triphasic pattern (Fig. 2B). The recov-
ery time constants for Nav1.3 were �1 � 12.4 
 4.4 ms, �2 �
92.2 
 29.5 ms, and �3 � 491.8 
 164.2 ms, and the constants
for Nav1.2 were �1 � 4.6 
 1.2 ms, �2 � 103.1 
 56.4 ms, and
�3 � 649.9 
 280.0 ms. Both the Nav1.2 and Nav1.3 channels
exhibited faster biphasic recovery in the presence of �1 (Fig.
2B), consistent with the reported role of �1 in oocytes (28–
31). As a result of this acceleration, the differences in recovery
between Nav1.2 and Nav1.3 were eliminated, indicating that
these two channels do not differ significantly in recovery from
inactivation.
An alternative way to evaluate recovery from inactivation is

to examine use-dependent inactivation. Because the recovery
time courses were similar, we expected that use-dependent
inactivation of the Nav1.2 and Nav1.3 isoforms would also be
similar. At 39 Hz, both Nav1.2 and Nav1.3 reached equilibrium
at about 20% of the initial peak current amplitude. The �1 sub-
unit reduced use-dependent inactivation of both channels to
about 80% of the peak current (Fig. 2C), consistent with the
acceleration of recovery from inactivation.
The Carboxyl Terminus Is Responsible for the Inactivation

Differences between Nav1.2 and Nav1.3—Because inactivation
differences between Nav1.2 and Nav1.3 were not eliminated in
the presence of �1, we predicted that these differences result
from sequence differences within the � subunit. To identify
which structural region is responsible for the differences, we
swapped domains between Nav1.2 and Nav1.3, as shown in Fig.
3. The chimeric channels were named by the origin of each
domain (I–IV) and the carboxyl terminus. For example,
2233-3C consisted of domains I and II from Nav1.2 and
domains III and IV and the carboxyl terminus from Nav1.3. All
of the chimeric channels expressed comparable levels of cur-
rent when expressed as � subunits in Xenopus oocytes. They

were analyzed with respect to the properties that differed
between Nav1.2 and Nav1.3 (voltage dependence of activation,
inactivation, and kinetics of inactivation).
There was a correlation between inactivation kinetics and

the carboxyl terminus. The chimeric channels in which the car-
boxyl terminus was from Nav1.2 (2232-2C, 2223-2C, 3322-2C,
and 3332-2C) exhibited faster kinetics of inactivation like
Nav1.2 (Table 1). Even the chimera in which only the carboxyl

FIGURE 2. Rates of entry into inactivation, recovery from fast inactiva-
tion, and use-dependent inactivation for wild-type Nav1.2 and Nav1.3
channels. A, entry into inactivation was analyzed for wild-type Nav1.2 and
Nav1.3 channels expressed as � subunits alone (circles) and as � � �1 subunits
(triangles). The symbols represent means, and the error bars indicate S.D. val-
ues. The parameters of the fits are shown in Table 1. B, recovery from inacti-
vation was determined using three two-pulse protocols, and the data were fit
with either a triple or a double exponential equation, as described under
“Experimental Procedures.” The symbols represent means, and the error bars
indicate S.D. values. Sample sizes were 5 for Nav1.2, 8 for Nav1.3, 6 for Nav1.2 �
�1, and 11 for Nav1.3 � �1. C, use-dependent inactivation was analyzed at 39
Hz for wild-type Nav1.2 and Nav1.3. Currents were elicited during 17.5-ms
depolarizations to �10 mV from a holding potential of �100 mV, normalized
to the initial peak current amplitude, and plotted against the start time of the
first depolarization in the pulse train. The values shown are means, and the
error bars show S.D. values. Sample sizes were 8 for Nav1.2, 8 for Nav1.3, 6 for
Nav1.2 � �1, and 8 for Nav1.3 � �1.
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terminus was from Nav1.2 (3333-2C) displayed inactivation
kinetics like Nav1.2 (Table 1). In contrast, chimeric channels
with the Nav1.3 carboxyl terminus (2233-3C, 2223-3C, and
2222-3C) exhibited slower kinetics like Nav1.3, with a single
time constant of inactivation (Table 1). These results suggest
that the carboxyl terminus was responsible for the differences
in inactivation kinetics.
The voltage dependence of inactivation was modulated in a

similar manner as the kinetics. Chimeras retaining the Nav1.2
carboxyl terminus displayed voltage dependence of inactiva-
tion similar to Nav1.2 (Fig. 4, A–C). Chimeras retaining the
Nav1.3 carboxyl terminus displayed voltage dependence of
inactivation similar to Nav1.3. Substitution of just the Nav1.2
channel carboxyl terminus with that from Nav1.3 (2222-3C)
caused a 13.7-mV positive shift in inactivation V1⁄2 toward that
of Nav1.3 (Fig. 4C and Table 1). TheV1⁄2 of this chimera was not
shifted completely to that of Nav1.3, although the carboxyl ter-
minus of Nav1.2 fully shifted the Nav1.3 voltage dependence of
inactivation to that of Nav1.2 in 3333-2C (Fig. 4C and Table 1).

The rates of entry into inactivation were similarly shifted by
swapping just the carboxyl termini of the two isoforms (Fig. 4D
and Table 1). In contrast, none of the chimeras showed signif-
icant differences in the voltage dependence of activation com-
pared with the parental Nav1.2 and Nav1.3 channels (Table 1).
Thus, the carboxyl terminus by itself was responsible for the
majority of the differences in inactivation between Nav1.2 and
Nav1.3.
60-Residue Region in the Carboxyl Terminus Modulates Fast

Inactivation—To identify the specific residues in the carboxyl
terminus that were responsible for the modulation of fast inac-
tivation, we constructed successive deletions from the carboxyl
terminus. The carboxyl termini of Nav1.2 and Nav1.3 are 229
amino acids, of which the proximal 100 residues are identical in
the two isoforms (Fig. 3C). Therefore, we systematically trun-
cated each terminus from the distal end in increments ranging
from 39 to 129 residues. All of the truncated channels were
functional, and the shortest deletion that caused significant
changes in inactivation was 89 residues (Fig. 5, A and B, and
Table 2). Larger deletions resulted in faster inactivation kinet-
ics, with the C�129 truncated channels showing the fastest
inactivation (Fig. 5, A and B). In addition, the voltage depen-
dence of inactivation was shifted in the negative direction with
successively larger deletions from 89 to 129 residues in Nav1.3
(Fig. 5C and Table 2). The Nav1.2 C�89 and C�129 truncated
channels showed similar negative shifts, but the Nav1.2 C�109
channel demonstrated wild-type voltage dependence (Fig. 5D
and Table 2). The voltage dependence of activation was not
significantly affected by any of the truncations (Table 2). These
results suggest that fast inactivation in both Nav1.3 and Nav1.2
is slowed by a homologous 60-residue region (1823–1883 using
Nav1.3 numbering) that modulates fast inactivation.
A Single Carboxyl-terminal Amino Acid Is Necessary for

Nav1.3-type Inactivation—There are 14 amino acid differences
between Nav1.3 and Nav1.2 in this 60-residue region (Fig. 3C).
To determine which of those residues was important for the
inactivation differences, we replaced each of the 14 amino acids
that was different in Nav1.3 with the corresponding amino acid
from Nav1.2. These experiments were performed using the

FIGURE 3. Schematic diagram of the mutant channels. A, representation of the
different channel domains and the restriction endonucleases that were used to
make the chimeras between Nav1.2 and Nav1.3. B, diagram of the chimeras indi-
cating the origin from either Nav1.2 (black) or Nav1.3 (white). C, amino acid
sequence alignment of the carboxyl-terminal region for Rattus norvegicus (r),
Homo sapiens (h), and Mus musculus (m) Nav1.3 and Nav1.2 sodium channels.
Black, dark gray, and gray boxes indicate identical, highly conserved, and con-
served residues, respectively. Green boxes illustrate Nav1.3-specific residues, and
yellow boxes illustrate Nav1.2-specific residues. Asterisks indicate amino acid dif-
ferences between rat Nav1.3 and Nav1.2 isoforms, including charge-changing
differences (red asterisks). The sites of the truncations are indicated in red.

Carboxyl-terminal Residue Regulates Sodium Channel Inactivation

9082 JOURNAL OF BIOLOGICAL CHEMISTRY VOLUME 285 • NUMBER 12 • MARCH 19, 2010



Nav1.3 background because the effects on inactivation were
larger in Nav1.3 than in Nav1.2. The effects of the mutations
either individually or in groups are shown in Table 3. The
majority of the mutant channels retained the Nav1.3 voltage
dependence of inactivation. For example, a channel with sub-
stitutions at 1856, 1857, and 1861 was equivalent to Nav1.3
(A1856I/I1857V/N1861A), as was a channel with eight substi-
tutions at 1864, 1870, 1871, 1873, 1874, 1877, 1879, and 1881
(CRLNIKD-E1881D). Including a ninth substitution in that
channel (CRLNIKDE-T1882K) resulted is a negative shift of 4
mV in the voltage dependence of inactivation toward that of
Nav1.2. However, the most dramatic effect was obtained by
replacing a single lysine at position 1826 with glutamic acid
(K1826E), which caused a shift of �11.3 mV (Fig. 6A and Table
3). We tested the effects of the K1826E substitution in combi-
nation with substitutions at nearby residues (K1826E/D1827E
and K1826E/D1827E/A1856I/I1857V), and the results were
similar to those for K1826E alone (Table 3). None of the muta-
tions caused a significant change in the voltage dependence of
activation. These results suggest that Lys1826 is themajor deter-
minant of Nav1.3-like voltage dependence of inactivation.
Because K1826E was a charge reversal mutation, it seemed

likely that charge played a significant role in determining the
inactivation properties of Nav1.2 and Nav1.3. To test the
effect of charge at this position, we substituted aspartic acid
at the same position (K1826D). This mutation caused a neg-

ative shift in the voltage depen-
dence of inactivation that was com-
parable with that of K1826E (Fig. 6E
and Table 3). A substitution that
neutralized the charge at the same
position (K1826A) caused a slightly
smaller shift, and a substitution that
preserved the charge (K1826R)
caused no significant shift in the
voltage dependence of inactivation
(Fig. 6E and Table 3). These results
demonstrate that a positively
charged residue at position 1826
was necessary for theNav1.3 voltage
dependence of inactivation.
Inactivation of Nav1.3 during a

depolarization to �10 mV is slow
and can be fit with a single exponen-
tial equation, in contrast to the rap-
idly inactivating Nav1.2 current that
is best fit with a double exponential
equation (Table 3). The single time
constant for Nav1.3 inactivation is
slower than the Nav1.2 slow time
constant at potentials more nega-
tive than 0 mV, although it is faster
than the Nav1.2 slow time constant
at potentials greater than 0 mV
(data not shown). The Nav1.3 mu-
tant K1826E demonstrated signifi-
cantly faster inactivation compared
with wild-type Nav1.3, and the cur-

rent decay could only be fit with a double exponential equation
(Table 3). In addition, a similar fraction of current inactivated
with each time constant for Nav1.3 K1826E as for Nav1.2.
K1826E was the only substitution to have this effect because
none of the other mutations resulted in a second inactivation
time constant (Table 3).
AnAcidic Residue at theComparable Position IsNecessary for

Nav1.2-type Inactivation—Because the basic lysine at position
1826was critical for slower inactivation ofNav1.3, we examined
the importance of the acidic residue at the comparable position
in Nav1.2 (Glu1880) by replacing it with a positively charged
lysine (E1880K). The lysine substitution shifted the voltage
dependence of Nav1.2 inactivation by 14.8 mV (Fig. 6B and
Table 3). In addition, the E1880K mutant demonstrated slow
inactivation that was best fit with a single component exponen-
tial equation with a time constant comparable with that of
Nav1.3 (Table 3).
The role of the carboxyl-terminal residues in Nav1.2 inacti-

vation was both site- and charge-specific, similar to the situa-
tion for Nav1.3. The next downstream residue in Nav1.2 is also
negative and different fromNav1.3 (Glu1881), but replacing that
amino acid with the residue fromNav1.3 (E1881D) did not alter
Nav1.2 inactivation (Fig. 6F and Table 3). In addition, E1881D
in combination with E1880K had a similar effect as the single
E1880K substitution. As was the case for all of the Nav1.3 sub-

FIGURE 4. Voltage dependence of inactivation and entry into inactivation for the chimeric channels.
A, the voltage dependence of inactivation for the Nav1.2-Nav1.3 chimeras. B, the voltage dependence of inac-
tivation for the Nav1.3-Nav1.2 chimeras. C, the voltage dependence of inactivation for the wild-type Nav1.2,
wild-type Nav1.3, chimeric 2222--3C, and chimeric 3333-2C channels. D, entry into inactivation for the wild-
type Nav1.2, wild-type Nav1.3, chimeric 2222-3C, and chimeric 3333-2C channels. All channels were expressed
as � subunits alone. The values shown are means, and the error bars show S.D. values. The parameters of the fits
are shown in Table 1.
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stitutions, the voltage dependence of activation was not signif-
icantly affected by any of the mutations (Table 3).
The Carboxyl-terminal Substitutions Exclusively Affect Fast

Inactivation—To more completely determine the roles of
Nav1.3 Lys1826 andNav1.2Glu1880 in fast inactivation, we deter-
mined the rate of entry into inactivation for each of the mutant
channels. The rate of entry into inactivation for wild-type
Nav1.3 and Nav1.2 differ substantially, as shown in Fig. 6B.

Nav1.3 enters the inactivated state significantly more slowly
than Nav1.2, with a rate constant of 17.4 ms compared with 4.9
ms for Nav1.2. The Nav1.3 K1826E mutation accelerated the
rate of entry �2-fold, to 8.7 ms. The Nav1.2 E1880K mutant
entered inactivation twice as slowly as the Nav1.2 channel, with
an inactivation entry rate of 11.9 ms (Fig. 6B). Therefore, the
rates of entry into inactivation depend greatly on the charge of
the residue at position 1826 in Nav1.3 or 1880 in Nav1.2.

Once in the inactivated state, sodium channels must transi-
tion back to the closed state prior to reactivation by subsequent
depolarization. Although the Nav1.2 channel recovery is
slightly different from the Nav1.3 channel recovery, both rates
were best fit with a triple exponential equation (Fig. 6C). Both
the mutant Nav1.2 E1880K and Nav1.3 K1826E channels
showed slightly faster recovery compared with the respective
wild-type channels. The time to reach 90% recovery was 320ms
for wild-type Nav1.3, 775 ms for wild-type Nav1.2, 240 ms for
Nav1.3 K1826E, and 420 ms for Nav1.2 E1880K. Therefore,
charge substitutions at this position accelerated recovery
slightly but not in a manner specific to either channel.
The ability of a channel to transition out of the inactivated

state determines the extent to which it can reopen during
repeated activity. Despite their differing recovery rates, both
the Nav1.2 and Nav1.3 channels reached complete recovery at
the end of the 3-s voltage protocol. Consistent with this result,
both the Nav1.2 and Nav1.3 channels displayed similar use-de-
pendent inactivation during 39-Hz stimulation (Fig. 6D). The
carboxyl-terminal mutant Nav1.3 K1826E showed no signifi-
cant differences in use-dependent inactivation. In contrast, the
Nav1.2 E1880K mutant showed reduced use-dependent inacti-
vation (�70%) compared with the other channels, which
reached equilibrium at �80% (Fig. 6D, inset). Because recovery
for thismutant channel was accelerated only slightlymore than
for the Nav1.3 K1826E mutant, we attribute this reduction in
the Nav1.2 E1880K mutant use-dependent inactivation to an
alteration in slow inactivation. The 3-s duration of the use-de-
pendent inactivation protocol is most likely long enough for

FIGURE 5. A, sample sodium current traces for Nav1.3 carboxyl-terminal trun-
cated channels. B, sample sodium current traces for Nav1.2 carboxyl-terminal
truncated channels. Shown are current traces for wild-type (black) and trun-
cated C�89 (red), C�109 (green), and C�129 (blue) channels during a �10 mV
depolarization from a holding potential of �100 mV, as described under
“Experimental Procedures.” The amplitude of each trace was normalized to
the peak amplitude, and the traces were shifted manually to align the peak
amplitudes. C, the voltage dependence of inactivation curves for truncated
C�89 (triangles), C�109 (squares), and C�129 (diamonds) and wild-type (cir-
cles) Nav1.3 channels. D, the voltage dependence of inactivation curves for
truncated C�89 (triangles), C�109 (squares), and C�129 (diamonds) and wild-
type (circles) Nav1.2 channels. Voltage dependence of inactivation was deter-
mined using a two-step protocol as described under “Experimental Proce-
dures.” The parameters of the fits and sample sizes are shown in Table 2. Data
points indicate means, and error bars show S.D. values.

TABLE 2
Voltage dependence and inactivation kinetics parameters of truncated channels
Values presented are means 
 S.D.

Channel

Voltage dependence
Kinetics of inactivation

Inactivation Activation

V1⁄2 a n V1⁄2 z n �Slow Aslow �Fast AFast n

mV mV mV e0 ms % ms %
Nav1.2 �36.0 
 3.2 8.0 
 0.6 8 �13.4 
 1.6 5.2 
 0.4 6 17.6 
 3.0 38 
 4 4.2 
 0.9 62 
 4 8
Nav1.2C�39 �36.8 
 1.7 8.2 
 0.6 8 �14.6 
 0.4 4.8 
 0.4 6 15.6 
 1.9 40 
 3 5.0 
 1.0 60 
 3 6
Nav1.2C�49 �36.0 
 2.0 8.1 
 0.6 15 �15.0 
 1.0 4.6 
 0.4 12 15.3 
 1.4 44 
 2 3.6 
 0.7 56 
 2 9
Nav1.2C�69 �36.0 
 1.3 8.0 
 0.4 17 �14.1 
 0.5 4.5 
 0.6 10 16.9 
 1.4 34 
 5 4.8 
 0.5 66 
 5 8
Nav1.2C�89 �42.3 
 1.3a 7.6 
 0.4 11 �13.3 
 2.2 3.8 
 0.6 6 15.6 
 1.5 17 
 1 3.3 
 0.2 79 
 1 6
Nav1.2C�109 �36.6 
 1.0 7.9 
 0.4 8 �17.4 
 1.1 5.2 
 0.6 7 16.6 
 1.9 23 
 6 4.3 
 0.4 77 
 6 5
Nav1.2C�129 �40.8 
 1.4b 7.8 
 0.6 8 �17.8 
 2.0 5.0 
 0.2 8 14.9 
 0.9 16 
 2 4.1 
 0.4 84 
 2 9
Nav1.3 �16.2 
 0.8 4.7 
 0.5 8 �14.6 
 2.4 5.2 
 0.4 6 28.4 
 4.0 100 NAc NA 14
Nav1.3C�39 �18.2 
 1.0 4.5 
 0.4 9 �13.4 
 1.0 6.8 
 0.6 8 26.5 
 5.4 100 NA NA 6
Nav1.3C�49 �18.9 
 1.2 4.5 
 0.6 12 �14.9 
 1.4 7.2 
 1.3 11 26.6 
 3.1 100 NA NA 5
Nav1.3C�69 �18.5 
 1.2 4.8 
 0.4 17 �11.7 
 1.6 5.8 
 0.4 11 26.2 
 3.2 100 NA NA 7
Nav1.3C�89 �24.2.
 1.8d 6.5 
 0.4e 11 �12.2 
 2.2 6.2 
 0.4 11 35.9 
 2.7 34 
 2 11.6 
 0.7 66 
 2 5
Nav1.3C�109 �27.0 
 0.8d 7.3 
 0.5e 5 �10.6 
 3.0 6.2 
 1.0 5 34.6 
 10.5 38 
 11 11.2 
 4.3 62 
 11 4
Nav1.3C�129 �30.6 
 0.7d 7.2 
 0.2e 15 �11.1 
 1.3 6.0 
 0.4 10 27.1 
 3.4 28 
 5 8.0 
 1.0 72 
 5 9

a Significantly different from Nav1.2, p � 0.00003.
b Significantly different from Nav1.2, p � 0.003.
c NA, not applicable because current trace was efficiently fitted with a single exponential equation.
d Significantly different from Nav1.3, p � 0.00000001.
e Significantly different from Nav1.3, p � 0.0000002.
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these channels to begin to enter the slow inactivated state. We
conclude that the rates of recovery and use-dependent inacti-
vation of the Nav1.3 and Nav1.2 channels are not strongly de-
pendent on the carboxyl-terminal Nav1.3 Lys1826 and Nav1.2
Glu1880 residues.
Role of the III-IV Linker in the Inactivation Differences—One

hypothesis for the role of charge in the inactivation differences
between Nav1.3 and Nav1.2 is electrostatic repulsion between
Nav1.3 Lys1826 in the carboxyl terminus and another residue in
the channel. If this hypothesis is correct, then the interacting
residue should be charged, and replacement of that residue
should mirror the effect of the K1826E replacement in Nav1.3.
Because the III-IV linker responsible for sodium channel fast
inactivation contains multiple lysine residues, we screened this
region for potential interacting residues. We neutralized six
lysine residues (1441, 1442, 1453, 1454, 1457, and 1465) near
the IFMmotif by replacing themwith glutamines (Fig. 7A). Loss
of the positive charge at each of these positions shifted the volt-
age dependence of inactivation in the negative direction,
although the magnitude of the shift varied greatly (Table 4).
TheK1453Qmutation caused the largest shift (�11.6mV), and
that mutation was also the only one to significantly shift the
voltage dependence of activation (�4.3 mV). In addition,
K1453Q accelerated the kinetics of inactivation to a small
extent (Fig. 7B).
Because K1453Q had the largest effect on the voltage

dependence of inactivation, we hypothesized that this residue
might be the interacting partner of the carboxyl-terminal resi-
due. We examined the importance of charge at this position by

replacing the lysine with either aspartate or glutamate. Both
K1453D and K1453E accelerated inactivation of Nav1.3 more
prominently than K1453Q (Fig. 7B). In addition, each of the
negative charge substitutions caused shifts in the voltage
dependence of inactivation that were larger than that of
K1453Q (Fig. 7C and Table 4). The shift in voltage dependence
of inactivation and the acceleration of inactivation were similar
to the effects of the Nav1.3 K1826E mutation in both direction
andmagnitude, suggesting that the two residues are involved in
the same aspect of inactivation. These results are consistent
with the hypothesis that the carboxyl-terminal residue at posi-
tion 1826 in Nav1.3 (1880 in Nav1.2) interacts with Lys1453 in
the III-IV linker to mediate isoform-specific inactivation.
Based on these results suggesting that the III-IV linker inter-

acts with the carboxyl terminus, a reasonable hypothesis is that
charge repulsion between Nav1.3 Lys1826 and III-IV Lys1453
causes the slower inactivation characteristic of Nav1.3 by pre-
venting this interaction. When there is a negative charge at
position 1826 in the carboxyl terminus, such as in Nav1.2 or
Nav1.3 K1826E, then the carboxyl terminus can interact with
the III-IV linker, thus accelerating inactivation. If this hypoth-
esis is correct, it might be possible to restore wild-type Nav1.3
channel inactivation by simultaneously incorporating negative
residues in both the carboxyl terminus and the III-IV linker to
cause repulsion. To test this possibility, the K1826E mutation
was combined with either K1453D or K1453E. However, add-
ing K1826E to either K1453E or K1453D caused relatively small
positive shifts in the voltage dependence of inactivation (3.4
and 10.5 mV, respectively), so the combination of negative

TABLE 3
Voltage dependence and inactivation kinetics parameters for carboxyl terminal mutants
Values presented are means 
 S.D.

Channela
Voltage dependence

Kinetics of inactivation
Inactivation Activation

V1⁄2 a n V1⁄2 z n �Slow ASlow �Fast AFast n

mV mV mV e0 ms % ms %
Nav1.3 �16.2 
 0.8 4.7 
 0.5 8 �14.6 
 2.4 6.9 
 0.6 8 28.4 
 4.0 100 NAb NA 14
K1826E �27.5 
 1.6c 8.3 
 1.0c 14 �14.0 
 1.0 6.2 
 0.2 5 42.9 
 5.8 38 
 4 9.8 
 1.4 62 
 4 5
K1826D �28.6 
 1.6c 8.6 
 0.5c 10 �15.4 
 0.7 6.9 
 0.6 9 50.8 
 10.6 34 
 9 11.3 
 1.5 66 
 9 9
K1826R �18.3 
 1.2 4.8 
 0.9 12 �14.0 
 1.4 5.7 
 0.8 6 25.5 
 3.2 100 NA NA 6
K1826A �25.3 
 1.3c 7.1 
 0.4c 11 �12.5 
 2.2 5.4 
 0.4 8 38.5 
 7.2 31 
 6 12.0 
 2.3 69 
 6 6
D1827E �18.2 
 2.1 4.6 
 0.7 8 �12.3 
 0.4 5.6 
 0.1 5 41.0 
 1.7 100 NA NA 5
A1856I �21.1 
 1.6c 5.6 
 0.9 7 �21.0 
 1.8c 8.0 
 1.1 7 24.7 
 3.8 100 NA NA 7
A1856I/I1857V �18.2 
 0.9 4.5 
 0.5 17 �16.4 
 1.5 8.8 
 1.6 12 22.4 
 1.8 100 NA NA 8
N1861A �17.4 
 0.7 4.8 
 0.6 7 �13.4 
 2.7 6.2 
 0.9 6 29.8 
 5.9 100 NA NA 5
A1856I/I1857V/N1861A �17.6 
 1.2 3.9 
 0.4 13 �15.7 
 2.9 8.3 
 1.8 5 24.4 
 3.5 100 NA NA 7
C1864R �18.4 
 1.3 4.6 
 0.5 17 �15.5 
 2.0 6.8 
 0.7 18 25.4 
 2.5 100 NA NA 8
C1864R/R1870K �16.6 
 1.4 4.6 
 0.4 18 �14.4 
 0.6 6.9 
 0.7 9 26.9 
 1.5 100 NA NA 6
C1864R/R1870K/L1871V �18.0 
 0.9 4.7 
 0.4 11 �14.3 
 1.2 6.2 
 0.4 8 24.6 
 2.1 100 NA NA 6
CRL-N1873K �19.1 
 1.7 4.2 
 0.2 9 �20.0 
 1.3c 6.8 
 2.0 9 21.4 
 1.3 100 NA NA 5
CRLN-I1874V �17.2 
 0.9 4.2 
 0.4 6 �14.5 
 2.0 7.2 
 0.8 6 25.2 
 2.8 100 NA NA 5
CRLNI-K1877I �17.0 
 1.4 4.0 
 0.2 6 �18.3 
 0.8 7.1 
 0.8 5 26.8 
 2.5 100 NA NA 5
CRLNIK-D1879K �18.2 
 0.8 4.8 
 0.4 6 �14.2 
 0.9 6.5 
 0.2 8 29.6 
 3.2 100 NA NA 8
CRLNIKD-E1881D �17.8 
 0.9 4.2 
 0.2 11 �15.6 
 0.8 7.9 
 0.9 8 22.4 
 2.8 100 NA NA 7
CRLNIKDE-T1882K �20.2 
 1.1c 4.2 
 0.2 13 �15.6 
 1.4 7.4 
 0.9 12 21.2 
 2.2 100 NA NA 7
K1826E/D1827E �25.3 
 0.7c 8.1 
 0.4c 5 �16.4 
 2.7 10.0 
 1.8 5 43.2 
 3.9 25 
 2 8.0 
 0.4 75 
 2 5
D1827E/A1856I/I1857V �18.2 
 1.3 5.0 
 0.6 6 �13.8 
 1.3 6.2 
 0.6 5 39.1 
 10.6 100 NA NA 5
K1826E/D1827E/A1856I/I1857V �28.2 
 0.9c 8.5 
 0.8c 8 �14.2 
 2.3 6.0 
 0.6 5 32.2 
 2.5 35 
 11 6.7 
 1.3 64 
 11 5
Nav1.2 �36.0 
 3.2c 8.0 
 0.6c 8 �13.4 
 1.6 5.2 
 0.4 6 17.6 
 3.0 38 
 4 4.2 
 0.9 62 
 4 8
E1880K �22.8 
 2.8d 6.5 
 0.7d 13 �17.4 
 1.4 5.2 
 0.2 9 22.7 
 3.9 100 NA NA 9
E1881D �31.8 
 1.8d 7.1 
 0.4d 9 �14.6 
 0.8 5.7 
 0.3 5 27.2 
 5.1 38 
 4 7.4 
 0.4 62 
 4 5
E1880K/E1881D �20.8 
 1.7d 5.2 
 0.3d 5 �16.0 
 1.3 5.9 
 0.2 5 22.3 
 3.6 100 NA NA 5

a Mutant channels are indicated by the amino acid substitution and by the initial amino acid in subsequent lines (e.g. C1864R/R1870K/L1871V is CRL).
b NA, not applicable because current trace was efficiently fitted with a single exponential equation.
c Significantly different from Nav1.3, p � 0.001.
d Significantly different from Nav1.2, p � 0.001.
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charges did not restore wild-type Nav1.3-type inactivation (Fig.
8A and Table 4). On the other hand, combining K1826E with
the K1453Q charge neutralization caused an even greater neg-
ative shift of 9.5 mV in the voltage dependence of inactivation
(Fig. 8A and Table 4), consistent with the hypothesis that inac-
tivation is more stable with only a single charge at one of these
positions.
Changes in the rates of entry into inactivation paralleled

these changes in the voltage dependence of inactivation, with
all three double mutants inactivating with faster kinetics com-
pared with Nav1.3 or Nav1.3 K1826E (Fig. 8B). Consistent with
this faster rate of inactivation, all three doublemutants demon-
strated very little residual current at 50 ms (Fig. 8C). These
results indicate that charge plays an important role in enabling
interaction between the III-IV linker and the carboxyl termi-

nus, which is at least partially responsible for the inactivation
differences between Nav1.2 and Nav1.3.

DISCUSSION

A number of previous reports have indicated a role for the
sodium channel carboxyl terminus in fast inactivation (14, 16,
17, 35–43). However, a clear mechanism of how the carboxyl
terminus is involved in fast inactivation remains elusive. In this

FIGURE 6. Fast inactivation properties regulated by a single carboxyl-
terminal residue. A, the voltage dependence of inactivation for Nav1.3
K1826E (squares) and Nav1.2 E1880K (triangles) is shown compared with the
corresponding Nav1.3 (white circles) and Nav1.2 (black circles) wild-type chan-
nels. The parameters of the fits and sample sizes are shown in Table 3. B, nor-
malized current versus the depolarization time is shown for entry into inacti-
vation, as described under “Experimental Procedures.” The parameters of the
fits and sample sizes are shown in Table 3. C, recovery from inactivation was
determined using three two-pulse protocols and fitted as described under
“Experimental Procedures.” Inset, recovery is shown for time points between
200 and 1000 ms on a linear scale. Sample sizes were 9 for Nav1.2, 6 for Nav1.3,
5 for Nav1.2 E1880K, and 11 for Nav1.3 K1826E. D, use-dependent inactivation
was analyzed at 39 Hz as described under “Experimental Procedures.” Inset,
entry rate is shown for the last two time points in the protocol. Sample sizes
were 9 for Nav1.2, 6 for Nav1.3, 5 for Nav1.2 E1880K, and 6 for Nav1.3 K1826E.
E, the voltage dependence of inactivation for Nav1.3 K1826D (triangles),
Nav1.3 K1826A (squares), Nav1.3 K1826R (diamonds), and wild-type Nav1.3
(white circles) is shown. F, the voltage dependence of inactivation for Nav1.2
E1881D (triangles), Nav1.2 E1880K/E1881D (squares), and wild-type Nav1.2
(black circles) is shown. The parameters of the fits and sample sizes are shown
in Table 3. Data points indicate means, and error bars show S.D. values.

FIGURE 7. A, amino acid sequence of the Nav1.3 channel III-IV linker region is
shown, with lysine 1453 indicated. The sequence of the Nav1.2 III-IV linker
region is identical. B, sample current traces for Nav1.3 lysine 1453 mutants
during the 5-mV test depolarization of the inactivation protocol, as described
under “Experimental Procedures.” C, voltage dependence of inactivation is
shown for Nav1.3 K1453Q (triangles), Nav1.3 K1453E (squares), and Nav1.3
K1453D (diamonds) mutants and wild type Nav1.2 (black circles) and Nav1.3
(white circles) channels. The parameters of the fits and sample sizes are shown
in Table 4. Data points indicate means, and error bars show S.D. values.

TABLE 4
Voltage dependence of activation and inactivation for Nav1.3 III-IV
mutants
Values presented are means 
 S.D.

Channel

Voltage dependence

Inactivation Activation

V1⁄2 a n V1⁄2 z n

mV mV mV e0
Nav1.3 �16.2 
 0.8 4.7 
 0.5 8 �14.6 
 2.4 6.9 
 0.6 8
K1441Q/K1442Q �24.4 
 1.1a 5.8 
 0.5b 9 �12.9 
 1.8 6.4 
 0.5 6
K1453Q �27.8 
 2.2c 6.6 
 1.0b 5 �18.9 
 1.6b 7.2 
 1.2 8
K1454Q �20.9 
 1.0c 4.6 
 0.4 7 �15.9 
 1.8 7.2 
 1.0 5
K1457Q �22.2 
 0.8c 4.8 
 0.5 5 �15.6 
 1.8 7.3 
 0.6 3
K1465Q �18.2 
 1.0d 4.9 
 0.5 8 �14.6 
 2.2 6.9 
 0.6 8
K1453E �36.4 
 0.8a 7.4 
 0.3a 10 �12.8 
 1.5 6.4 
 0.4 9
K1453Q/K1826E �37.3 
 1.2a 7.7 
 0.8c 6 �17.9 
 2.4 8.0 
 1.2 5
K1453E/K1826E �33.0 
 2.1a 7.1 
 1.4† 7 �14.6 
 1.4 6.8 
 0.4 3
K1453D/K1826E �29.2 
 1.9a 6.8 
 1.0† 17 �10.8 
 1.3 7.2 
 0.6 6

a Significantly different from Nav1.3, p � 0.000000001.
b Significantly different from Nav1.3, p � 0.001.
c Significantly different from Nav1.3, p � 0.0000005.
d Significantly different from Nav1.3, p � 0.005.
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report, we have identified a homologous carboxyl-terminal
amino acid that is important for fast inactivation differences
between the Nav1.2 and Nav1.3 sodium channels. The critical
amino acid (Lys1826 in Nav1.3 or Glu1880 in Nav1.2) is both nec-
essary and sufficient for determining the differences in the volt-
age dependence and kinetics of inactivation.
The carboxyl-terminal region is subdivided into a uniformly

structured proximal half and a non-uniform distal half, as
shown by structure-function studies of the Nav1.2, Nav1.4, and
Nav1.5 channels (16, 44, 45). Within the proximal half, four �
helices (I, II, III, and IV) are predicted to formapair of EF-hands
(45–47) that have been shown to stabilize contact between the
carboxyl terminus and the domain III-IV linker (45, 48, 49).
Mutations that directly alter the EF-hands have been identified
in a variety of channelopathies, such as congenital long QT
syndrome and Brugada syndrome caused by mutations in the
SCN5A gene encodingNav1.5 channel (38, 40, 41) and inherited
epilepsy caused by mutations in the SCN1A gene encoding the
Nav1.1 channel (14, 36, 37).

TheNav1.3 Lys1826 andNav1.2Glu1880 residues are located in
the region of the carboxyl terminus that was designated as the
proximal half. However, this position is within the predicted
fifth helix and thus not the region involved in formation of the
EF-hand motifs (44–47, 50–53). Therefore, alterations at this
position are unlikely to directly disrupt the overall secondary
structure of the pair of EF-hands that are formed by intermo-
lecular interactions between side chains in the interface of hel-
ices I with IV and II with III (44, 49, 54). Furthermore, the
Nav1.3 K1826E and Nav1.2 E1880K mutations are unlikely to
function as helix breakers because the replacement amino acids
have higher helical propensities than the original amino acids
(55). Thus, it is unlikely that thesemutations disrupt the overall
structure of the proximal half of the carboxyl terminus or the
EF-hands.
Inactivation stabilization was suggested to occur via a pro-

tein-protein interaction between the sixth helix in the carboxyl
terminus and a P-rich motif in the III-IV linker (KPQPPIPRP),
based on the finding that truncation of the sixth helix andmuta-
tions of this motif altered the level of persistent current (48). In
addition, stabilization is believed to bemediated by the binding
of the calcium-binding CaM protein to an IQ motif located in
the sixth helix (47, 51, 52, 56, 57). Disabling the ability ofCaM to
bind to the IQmotif either via an inactivemutant CaM1234 (51),
by a mutant IQ motif (47, 51, 57, 58), or by truncating the IQ
motif (44, 56) greatly destabilized inactivation. However, it
seems unlikely that Nav1.3 Lys1826 and Nav1.2 Glu1880 residues
affect inactivation through CaM in oocytes because neither
Nav1.3 nor Nav1.2 inactivation was affected by the presence of
CaM in this system (data not shown).
The positive charge at position 1826 is not a common

feature in voltage-gated sodium channels, with glutamic acid
present in all of the other isoforms (59). In fact, the lysine at
position 1826 is unique to this clone of rat Nav1.3, with glu-
tamic acid present in other Nav1.3 clones. For this reason, we
believe that the presence of a positive charge at this position
is not a normal mechanism of functional variation in sodium
channels. However, the dramatic effect on inactivation
resulting from the presence of the positive charge indicates

FIGURE 8. Complementary carboxyl-terminal and domain III-IV linker
mutants. A, voltage dependence of inactivation is shown for Nav1.3 K1453Q/
K1826E (triangles), Nav1.3 K1453E/K1826E (squares), and Nav1.3 K1453D/
K1826E (diamonds) double mutants and wild-type Nav1.2 (black circles) and
Nav1.3 (white circles) channels. The parameters of the fits and sample sizes are
shown in Table 4. B, normalized current versus the depolarization time is
shown for entry into inactivation, as described under “Experimental Proce-
dures.” The parameters of the fits and sample sizes are shown in Table 4.
C, fraction of inactivating current at the 50 ms time point during a depolariza-
tion to �10 mV is plotted for the mutant and wild-type channels. The fraction
of the inactivating current was determined as the averaged current during 1
ms at the midpoint of the trace divided by the peak current. Sample sizes
were 9 for Nav1.2, 8 for Nav1.3, 5 for Nav1.3 K1453Q/K1826E, 5 for Nav1.3
K1453E/K1826E, and 6 for Nav1.3 K1453D/K1826E. Data points indicate
means, and error bars show S.D. values.
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that a negative charge at this position plays an important role
in determining the normal kinetics and voltage dependence
of fast inactivation in sodium channels.
Based on the similar inactivation phenotypes of the Nav1.3

III-IV K1453E and carboxyl-terminal K1826E mutants, one
possibility is that the interaction between these two residues is
the basis of the inactivation differences. According to this
hypothesis, Lys1453 in the III-IV linker and to a lesser extent
flanking lysines would repulse Lys1826 in the carboxyl terminus,
preventing these two regions from interacting in Nav1.3.With-
out this interaction, Nav1.3 would inactivate more slowly than
Nav1.2. Reversing the charge at either of these positions
(K1453E or K1826E) would enable the interaction, resulting in
faster inactivation that resembled that of Nav1.2. The effects of
the Nav1.2 E1880K mutant are consistent with this proposed
mechanism in that it displayed slower inactivation kinetics.
However, substituting negative charges in both the carboxyl
terminus and III-IV linker of Nav1.3 did not mimic the inacti-
vation properties of wild-type Nav1.3 with positive charges at
both positions, suggesting that electrostatic repulsion between
these sites cannot fully explain the effects on inactivation.
Therefore, an alternative explanation is that the charge substi-
tutions have more local effects within each region of the chan-
nel. More detailed information about a direct interaction
between these residues is necessary to distinguish between
these alternatives to explain the fast inactivation differences
between Nav1.2 and Nav1.3.
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