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Abstract

This paper presents Respondent-Driven Sampling (RDS) as a viable method of sampling and
analyzing social networks with survey data. RDS is a network based sampling and analysis method
that provides a middle ground compliment to ego-centric and saturated methods of social network
analysis. The method provides survey data, similar to ego-centric approaches, on individuals who
are connected by behaviorally documented ties, allowing for macro-level analysis of network
structure, similar to that supported by saturated approaches. Using racial interaction of university
undergraduates as an empirical example, the paper examines whether and to what extent racial
diversity at the institutional level is reflected as racial integration at the interpersonal level by testing
hypotheses regarding the quantity and quality of cross-race friendships. The primary goal of this
article, however, is to introduce RDS to the network community and to stimulate further research
toward the goal of expanding the analytical capacity of RDS. Advantages, limitations, and areas for
future research to network analysis using RDS are discussed.

Introduction

While discussions of social networks in sociology have steadily increased over the past several
decades, methods of sampling and analyzing the network structure of real world networks have
remained largely under-developed. Marsden (1990) identifies two primary sampling and
analysis approaches commonly used to study social networks, those relying on ego-centric data
and those using saturated network data.

First, the ego-centric approach relies on questionnaires and surveys pertaining to a node's
attributes, direct personal ties, and attributes of those ties and is ideal for studying the local
effects of social networks on individuals. For example, Ratcliff and Bogdan (1988) look at the
social support structures in the personal networks of unemployed women. Similarly, Cornwell
and Waite (2009) find social disconnectedness and perceived isolation have distinct
associations with health outcomes in older adults. A major advantage of ego centric analysis
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is its focus on the individual as the unit of analysis. This allows statistical inference on nodes
in a population based on data collected and analyzed using standard survey procedures. The
approach does, however, have several limitations. First, the method often relies on name
generators which ask respondents to list the names of ties in a given category. For example,
the General Social Survey network questions ask respondents to name *“people with whom you
discuss important matters” (Burt 1984). In many cases, researchers are not able to contact a
respondent's ties directly and must rely on proxy reports from respondents about their alters’
characteristics. Unfortunately, there is much potentially relevant information that respondents
simply do not know about their social connections. Laumann (1969) finds that while proxy
reports of observable characteristics such as race and age are often accurate, alters’ political
views are often unknown to respondents. More generally, in a study of adolescent sexual views
and behavior, Wilcox and Udry (1986) find that egos often project their own views onto their
alters when responding to questions asking for proxy reports. This tendency, termed the “false
consensus effect” by Ross (1977), has been the focus of over a decade of research confirming
projection of ego's views onto alters (see Marks and Miller (1987) for an extensive review).
Therefore, proxy reports on alters’ attributes not only limit the scope of analysis, but may also
provide misinformation on the similarity of connected individuals. For many large networks,
few, if any, named alters will be present as respondents in the data, limiting inferences on
overall structural properties of the network. For studies interested in connectivity, such as the
spread of information, culture, or disease, it is important to collect data “extending beyond
ego-centric networks, for it is only by learning directly about the behavior of partners’ partners
that we can map the structure of connectivity through which disease must flow” (Bearman et
al. 2004, p .59). Additionally, some human subjects review boards have blocked ego-centric
studies on ethical grounds, suggesting that solicitation of information on alters requires
informed consent from those alters (Kadushin 2005; Klovdahl 2005).

Overall network structure is best studied with saturated data that includes information on all
nodes and connections in a network (Marsden 1990; Wasserman and Faust 1994; Bearman et.
al. 2004). Saturated network data consist of survey data for all nodes in a population with either
self-report or behavioral data on ties connecting the nodes. Such data do not technically
constitute a “sample” because all members of the population of interest are measured. Saturated
data represent the ideal case for all survey research because statistical estimation of population
level measures is not necessary. For example, using saturated data of high school student sexual
relationships, Bearman et al. (2004) are able to directly calculate overall network parameters
such as density and network centralization. However, for large networks, the saturated data
approach quickly becomes problematic. First, observational data, even for relatively small
networks, can be costly and time consuming. Newcomb (1961), for example, observed the
formation of two small (n < 20) social networks over a one-year period. The project involved
nine graduate students who “devoted large portions of their time” (p. vi) and provided a house,
free of charge, to participants for the duration of the study. While immensely valuable, such
data cannot be obtained for the vast majority of network questions. Thus, self-report data on
social ties are often used in saturated network studies. While ego-centric studies have often
used name generators (Marsden 1990), saturated network studies often use a reciprocation
method, where each respondent provides information on his or her connections to every
potential alter in the population. A tie is then considered present when both members of a given
dyad provide symmetric information. However, while more capable of dealing with larger
networks than observational methods, respondents cannot be expected to accurately report their
connections within populations of hundreds or thousands of nodes.

Recently, social network researchers have focused on computer-based networks, such as email
networks and the internet. This approach has proved immensely valuable to the study structure
of naturally occurring networks, including social networks, because all connections in the
network, often with thousands or millions of nodes, are automatically documented. While
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highly effective for analyzing network structure, such data often lack demographic information
on nodes or content information on emails and thus cannot be used to study common
sociological questions, such as those pertaining to race or gender. In addition, as the popularity
of networking websites grows, users are increasingly able to manipulate their network
characteristics. For example, a desire to be linked to the maximum number of “friends” may
lead users to include alters with whom they have little or no contact as ties. Such behavior not
only inflates the users’ degree, but also transitivity and clustering because alters who are
socially closer, e.g. friends of friends, are more likely to make their way onto friend lists of
egos they do not know directly.

In summary, ego-centric approaches provide a means for studying sociological questions
regarding the effect of social networks on individuals, but the lack of direct data on both ego
and alter limits the range of research questions and makes insight into the global structure of
a network difficult. On the other hand, saturated approaches are ideal for all types of structural
network analysis, but are limited to very small populations or electronic data that often lack
key sociological variables. The goal of this paper is to present Respondent-Driven Sampling
(RDS) as a viable compliment to these approaches that allows researchers studying social
networks to make sociological inferences regarding individuals and global social network
structure using survey data.

RDS is a chain referral or “snowball”-type sampling and analysis methodology originally
developed for studying hidden or hard to reach populations (Heckathorn 1997). The method
goes beyond other snowball sampling techniques by incorporating sampling procedures and
analytical tools that allow for the calculation of unbiased population estimates. Consequently,
RDS utilizes the reach of snowball sampling while maintaining the ability to make unbiased
statistical inference (Salganik and Heckathorn 2004). Now widely used in studies of hidden
populations, RDS data provide a wealth of information and potential for social network analysis
by shifting the unit of analysis from nodes to ties in the network. Below | introduce the
analytical techniques available for social network analysis with RDS, provide a comparison of
RDS for social network analysis (RDS-SN) and RDS for studying hidden populations (RDS-
HP), and demonstrate RDS-SN by considering whether, and to what extent, racial categories
(Whites, Asians, and under-represented minorities (URM)) are socially integrated within the
student body using an RDS sample of 150 undergraduate ties from a large (> 13,000 students),
selective university. Advantages, limitations, and areas for further development of RDS-SN
are also discussed. RDS is now widely used to study hidden populations throughout the globe
(Malekinejad et al. 2008). While some RDS studies have conducted network analysis (e.g.
Spiller et al. 2008), RDS has yet to be applied in studies where social networks are a primary
focus.

Substantive Importance

Before describing the analytical procedures of RDS-SN, it is important to enumerate the
questions that can be addressed with them. RDS-SN allows for social analysis at three levels
of the network. First, through homophily and affiliation analyses, RDS-SN can identify global
network structure based on respondent characteristics. Thus RDS-SN can structurally identify
network clusters and the socially salient characteristics associated with the clusters. Second,
because RDS provides a representative sample of network ties from a connected population,
analyses in which the tie is the unit of analysis are possible. Such analyses are useful for
comparison of tie characteristics, such as in-group vs. bridging ties. Finally, the presence of
survey data from respondents allows for analyses of nodes, similar to that performed using
ego-centric data.
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Conducting analysis at three levels of the network is currently only possible with saturated
data. However, the practical limitations of collecting saturated survey data make such
approaches virtually impossible for all but the smallest populations. RDS-SN allows similar
analysis based on an easily collected sample of the network. Alternately, ego-centric
approaches can be used to conduct analyses at the structural and node levels, but not the tie
level. Furthermore, while homophily and affiliation can be calculated using ego-centric data,
the methods are data intensive and less robust due to their reliance on self-reports. Ego-centric
approaches, however, remain the best method of conducting node based analyses. While RDS-
SN is capable of such analysis, the RDS-HP weighting schemes are needed for unbiased
estimation, complicating and limiting the analysis.

Simultaneous analysis at three levels make RDS-SN especially well suited to empirical
investigation of research questions related to spread or contagion through a network. In fact,
because respondents recruit each other for participation through the network, the sampling
process itself can be viewed as a model of contagion within a network. With a single RDS
study, researchers can answer questions such as: what are the salient clustering agents within
the population that serve as barriers to spread? What characterizes the individuals and ties that
serve as bridges that connect clusters? How are bridging ties or individuals different from non-
bridging ties and individuals? And, how do the network characteristics of observed clusters
differ? These questions have far reaching applications to fields such as sociology and public
health by providing important insight into the pathways to disease, information, social norms,
or cultural spread throughout a population. Identifying and understanding the boundaries and
bridges within a network can provide more efficient methods of containing disease spread or
saturating a population with important information.

One application especially noteworthy is in the field of public health, specifically those studies
focused on the spread of diseases, such as HIV/AIDS in high-risk populations. For studies of
these populations, which are often hidden or hard to reach with traditional sampling methods,
RDS combines the ability to provide a probability sample safely and efficiently and collect
behavioral network data. While Bearman et al. (2004) argue that snowball and ego-centric
network sampling methods can not provide a complete understanding of a network's structure
and its interaction with disease, these methods can provide valuable information regarding
network constraints to disease spread in large populations. For example, Laumann and Youm
(1999) find that high rates of select STDs among African Americans, compared to other groups,
can be explained by differences in association patterns between high and low risk members of
various racial/ethnic groups. The advantages of RDS over ego-centric data are the random
sample of behaviorally documented social ties and the presence of both ego and alter in the
data which greatly simplifies network analysis and reduces data requirements. Additionally,
RDS is already widely used to study these populations in over 100 countries studying studies
of HIV/AIDS and other infectious diseases; in these cases, the relevant question is not “why
use RDS to study networks,” but “why is such a rich source of information in pre-existing data
often left untapped?”

Currently, research regarding contagion and information spread in social networks is conducted
primarily using simulation and digital networks (Centola and Macy 2007). RDS-SN
compliments this work by providing an empirical way to test and apply computationally
derived theories empirically in real world social networks. Thus while RDS-SN does not
provide direct insight into causality, it provides an empirical means to test theoretical and causal
claims backed by computational work.
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Respondent-Driven Sampling

RDS consists of an enhancement of network or “snowball” sampling, in which data on who
recruited whom and individual degree provide the basis for calculation of relative inclusion
probabilities, population indicators of minimal bias, and the variability of these indicators
(Heckathorn 2002; 2007; Salganik and Heckathorn 2004; VVolz and Heckathorn 2008). Unlike
standard snowball samples, in which respondents provide researchers with a list of contacts
that researchers then use to contact new respondents, RDS recruitment is done by the
respondents themselves by passing recruitment coupons with unique serial numbers from
recruiter to recruit. RDS is implemented the same way for both the study of hidden populations
(RDS-HP) and social networks (RDS-SN), however, each application presents different
advantages and challenges. For example, RDS-HP benefits from the recruitment of new
respondents by previous respondents by more easily reaching populations that may be
dangerous to or suspicious of researchers in the field, as is common in hidden populations. On
the other hand, peer recruitment benefits RDS-SN by ensuring observed ties are behaviorally
documented.

RDS theory is based on two observations (Heckathorn 2002). First, if the chain-referral process
consists of enough cycles of recruitment, or waves, the composition of the final sample with
respect to critical characteristics and behaviors will become independent of the seeds from
which it began. After a certain number of waves, usually less than five, the sample composition
becomes stable and ties are drawn randomly from the network providing a representative
sample of network ties for network analysis and all members of the target population a non-
zero probably of selection that is independent of seed composition (Heckathorn 2002; Salganik
and Heckathorn 2004). The second observation upon which RDS is based is that information
gathered during the sampling process can provide the means for making inferences about the
underlying network structure, which in turn provide the means for calculating unbiased
population estimates.

RDS-HP employs a two stage estimation procedure where data is collected and used to make
inferences about the underlying social network. These network inferences are then used in the
second step to make inferences about the population (Salganik and Heckathorn 2004). By
focusing primarily on network structure, RDS-SN removes this second step. In both cases,
RDS analysis is based on two pieces of information gathered during the sampling process
(Heckathorn 2002; Salganik and Heckathorn 2004). First, each recruiter-recruit dyad is
documented, providing behaviorally documented data on network ties and the basis for
controlling for bias introduced by the tendency of individuals to form social ties in a non-
random way. Second, respondents are asked how many other members of the target population
they know and interact with. In a network-based sample the inclusion probability of an
individual is proportional to his or her degree (VVolz and Heckathorn 2008). Similarly, Salganik
and Heckathorn (2004) show that, in the absence of differential recruitment, once a sample
reaches equilibrium all ties within the target population have equal probability of being used
for recruitment. Consequently the sample may be biased toward high degree individuals.
Salganik and Heckathorn (2004) derive an average group degree estimator that is
asymptotically unbiased with bias on the order of n™1, where n is the sample size (see also
Cochran 1977).In addition to providing important network information, the degree estimator

(described below) plays a key role in the RDS-HP estimator for proportional group size, P;
(Salganik and Heckathorn 2004, p.218; see also Heckathorn 2002):

>__ SuD,

szm,
SyxDy+S 4y Dy (1)
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where §; is the proportion of recruitments from group X to group Y and 1’): is the estimated
average degree of group X. In RDS analysis a “group” is defined as a set of individuals who
share a common characteristic, such as gender or race. While groups may exhibit network
structural characteristics such as high density or connectedness, group members may also avoid
each other or form connections randomly with respect to membership (Wasserman and Faust
1994). Detailed discussions of estimation procedures employed by RDS-HP are presented
elsewhere (Heckathorn 2002; 2007; Salganik and Heckathorn 2004; Volz and Heckathorn
2008; Wejnert 2009).

Measuring Network Structure with RDS

Atypical RDS data set includes several recruitment chains, each originating from a single seed.
Seeds are selected for diversity, status within the population, and convenience (Wejnert and
Heckathorn 2008; Heckathorn and Magnani forthcoming) In the absence of differential
recruitment, that is if all groups recruit with equal efficiency, the final sample composition is
independent of initial recruits and provides a random sample of ties from the network (Salganik
and Heckathorn 2004). Therefore, the unit of analysis for RDS-SN is one “recruitment”. Each
recruitment is assumed to be a behaviorally documented tie between recruiter and recruit
because a recruitment coupon must be physically transferred to the recruit. While recruitment
of strangers is possible, respondents are encouraged to recruit friends and acquaintances.
Furthermore, RDS protocol includes several means for promoting recruitment of alters with
whom the respondent is already associated with. First, respondents are compensated for each
successful recruitment they make. Second, each respondent is limited to a small number of
recruitments, usually three. In combination, these factors make recruitment coupons both
valuable and scarce, such that respondents are unlikely to waste coupons on strangers whom
they cannot monitor or encourage to participate (Heckathorn 1997; Heckathorn and Magnani
forthcoming). In most RDS studies, while the specific type of tie used for recruitment can vary
within and across samples, respondents report being recruited by “friends” with whom they
interact frequently. While beyond the scope of the paper, recruitment can be guided so that
respondents recruit along specific ties defined by the researcher. Additionally, multiple ties
can be collected using different types of coupons. For example an HIV study of injection-drug
users (IDU) can provide different colored coupons for recruiting other injectors, those ego has
shared syringes with, or romantic partners to provide more detailed data on these specific
connections. Further research is needed to evaluate the statistical properties of such samples.

The directed nature of recruitment poses further complications for network analysis of RDS
data. Specifically, because respondents don't know who they will recruit until after the
interview, they can be asked backward-looking questions about the nature of their relationship
with their recruiter but not their recruits. Consequently, tie information is only gathered from
one node in each dyad. While many respondents have more than one recruit, information on
each of these ties is provided by different individuals.

RDS has several advantages that make it especially efficient for social network analysis. First,
itallows analysis of social network structure based on a sample of the network so that structural
inferences can be made using survey data. Second, every respondent has at least one

documented behavioral tie to another respondent in the datal. Including respondents” alters in
the data allows for analysis of network structure based on private characteristics unknown to
a respondent's immediate ties, avoiding what Erickson (1979) calls masking. It also provides
greater range of analysis because tie and node characteristics can be collected independently
and combined during analysis. Finally, because respondents are only asked information about

1Non-recruiting seeds are not tied to any other respondents and are generally excluded from the analysis.
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themselves or their recruiter, who has already provided informed consent through his or her
own participation, many ethical human subjects concerns are avoided.

Tie Strength and Transitivity

In his work on social capital, Coleman (1990) writes that closure in a network provides
increased potential for amplifying returns to the actor. While RDS data cannot be used to
measure overall network closure, transitive closure for the recruiter-recruit dyad can be
estimated. Recruits are asked about the nature of their relationship with their recruiter. These
data are then used to analyze differences between in-group and out-group ties. Because
respondents can only be recruited into the survey once, transitivity can not be measured
directly; however, respondents are asked how many of their contacts are connected to their
recruiter. The ratio of this measure to the respondent's degree is then used to provide a measure
of transitive closure (TC), which can be compared across categories of ties.

Actual Triangles

~ Possible Triangles’ 2

where the number of actual triangles is estimated by the number of the respondent's daily
contacts that are known to her recruiter and the number of possible triangles is measured by
the total number of contacts the respondent reports. That is if all the respondent's contacts are
also known to the recruiter, there is complete transitive closure.

Such reliance on self-reports for network analysis, especially ones that can not be cross-checked
with both members of a dyad, is a limitation that impacts the reliability of certain analyses
more than others. Specifically, the data are best suited for relative comparisons within the
network and not general statements about the population. For example, conclusions from an
analysis comparing the strength of same-race ties to cross-race ties will be more reliable than
conclusions regarding overall tie strength within the network.

Average Group Degree

Homophily

Salganik and Heckathorn (2004) derive an average group degree estimator that is the ratio of
two Hansen-Hurwitz estimators, which are known to be unbiased (Brewer and Hanif 1983).
The ratio of two unbiased estimators is asymptotically unbiased with bias on the order of
n~1, where n is the sample size (Cochran 1977; Salganik and Heckathorn 2004). Thus, the
estimator provides an unbiased measure of group centrality.

—_— nX

D —
”X 1
2

)

X
i

(3)

where Z); is the average degree of group X, ny is the sample size of nodes in group X, and d;
is the self reported personal degree of individual i (Salganik and Heckathorn 2004 pp. 218).
While not immune to problems associated with self-report data, the RDS degree estimator is
less susceptible to such problems than other network measures because it relies on the inverse
of self-reported degrees. Thus, the estimator is minimally affected by large outliers in the degree
distribution.

As stated above, network-based samples, like RDS, are biased by the non-random nature of
social network ties used to make recruitments. RDS-SN makes use of this bias to measure a
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common friendship tendency constraining social network structure: the tendency for
individuals to associate with specific alters based on the characteristics of those alters. A special
form of this tendency, termed homophily, concerns “the principle that contact between similar
people occurs at a higher rate than among dissimilar people” and has been shown to be a
powerful mechanism by which affiliations deviate from random mixing (McPherson et al.
2001, p.416).

Evidence for the homophily effect is extensive across a wide range of variables. Strong
instances of homophily have been found according to race and ethnicity (e.g. Marsden 1987;
Mollica et al. 2003), age (e.g. Feld 1982; Fischer 1982a), gender (e.g. Tuma and Hallinan
1979; Marsden 1987), educational aspiration (e.g. Tuma and Hallinan 1979; Kandel 1978),
drug use (e.g. Heckathorn and Rosenstein 2002; Kandel 1978), musical tastes (Mark 1998),
political identification, religion, and behavior (see McPherson et al. 2001 for an extensive
review).

RDS homophily can be calculated by comparing a standardized measure of the difference

between affiliation patterns observed among respondents and the affiliation patterns that would
result from random mixing (Heckathorn 2002). Specifically, homophily is calculated from the
estimated proportion of in-group ties and that which would be expected from random mixing,
in which in-group ties would merely reflect the group's proportional size (Heckathorn 2002).

e E L e
H, :E’TXAX if Sy2Py
T S Py . TP
H, = P if  Sy<Py, @

where §; is the transition probability or proportion of in-group recruitments made by group

X, F; is the estimated proportion of the population contained in group X, and 1’{: is the
homophily of group X. The measure was first introduced by Coleman (1958) as what he termed
an index of “inbreeding bias” and later independently derived by Fararo & Sunshine (1964) as
part of their work on biased net theory. RDS homophily can be calculated for any partition of
categorical variables and ranges from negative one to positive one. Positive homophily
indicates a group with disproportionate in-group ties, suggestive of preference. Homophily
near zero indicates a non-group, i.e. the variable in question is not of social importance to the
network. Negative homophily, or heterophily, indicates disproportionately few in-group ties,
suggestive of avoidance (Heckathorn 2002). The measure can be calculated without additional
data, providing an advantage over other network analysis techniques. For example, in order to
calculate racial and gender homophily using ego-centric network data, each participant would
need to provide information on the racial and gender composition of her personal networks.
RDS homophily can be calculated without such additional data.

The RDS homophily measure depends on the population proportion of each group, providing
a better measure of departure from random mixing than earlier methods, such as Krackhardt
and Stern's (1988) E-I index, which depend on the proportion of in-group ties compared to that
of out-group ties. In studies where groups represent equal portions of the population these
methods are not problematic; however, in populations where group sizes differ, random mixing
will generate more ties to individuals in larger groups than smaller groups.

In RDS-SN, the homophily estimator reflects the strength of association to one's own group
beyond random mixing. A generalization, termed affiliation, expresses the strength of
association between differing groups, where a positive value for two groups indicates a greater
proportion of cross-linking ties than random mixing would produce, and a negative value
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indicates fewer cross-linking ties (Heckathorn 2002). Hence, the affiliation estimator provides
a measure of preference or avoidance for any cell in the matrix. It can measure, for example,
not only whether Whites prefer or avoid other Whites (homophily or heterophily), but whether
and to what extent they interact with Blacks, Asians, or Hispanics. RDS network measures
differ from other indices, which identify groups by structural measures, such as density and
transitivity (Wasserman and Faust 1994), by focusing on actor characteristics and identifying
which characteristics significantly influence the network.

A :‘vXYAY if S

>P
XY XY = Y
B
—_— S —P —_—
= XY Y H
A, = = if S,,<P,,

Y ’ (5)

where A is the affiliation preference of X for Y and P, is as defined above. In calculating

homophily, the §; term is simply the transition probably from group X to itself observed in
the data. In calculating the affiliation, RDS” assumption of reciprocity (see below) between

iy

recruiter and recruit becomes significant for the S, term. Under the reciprocity assumption,

if all groups recruit equally effectively, the number of recruitments from group X to group Y
should equal that of those from group Y to group X. Heckathorn (2002) presents an adjustment
for differential recruitment by data-smoothing the recruitment matrix such that the number of
recruitments of group X is equal to the number of recruitments by group X and calculating the

transition probability S, based on this new data-smoothed recruitment matrix. Note that
because data-smoothing does not alter the diagonal entries of the transition matrix, it does not
alter calculation of homophily.

RDS-SN Implementation

Implementation procedures for RDS in general, which are the same for all analysis applications,
are described in detail elsewhere (Heckathorn 1997; Wejnert and Heckathorn 2008; Wejnert
and Heckathorn in press). Here | discuss issues of relevance to network analysis, including
sample size, missing data, and organization of data.

First, calculation of sample size for RDS-HP analysis is often complicated by unknown design
effects associated with the method. Salganik (2006) recommends a sample size twice that of
a simple random sample, consistent with a design effect of two. Wejnert (2009), finds design
effects larger than two, suggesting a sample size three to four times larger than what would be
needed with a simple random sample. These design effects, however, apply to estimates of
population properties of nodes. While RDS samples of nodes are biased by the non-random
nature of network ties, RDS produces a representative sample of ties from the network.
Consequently, RDS-SN analyses that focus only on the network ties do not suffer from high
design effect. Regardless, a sample size twice that of a simple random sample is recommended
to allow analysis of nodal properties and be on the safe side in tie analyses until further research
is conducted. Also, it is important to note that since the unit of analysis is a tie and each tie is
made up of recruiter and recruit, the actual sample size of an RDS study excludes the initial
seeds, who have no recruiter.

Second, missing data is especially problematic for RDS-SN analysis for the same reason: data
from both recruiter and recruit are combined to form information about each tie. Thus, missing
data for one respondent can result in a loss of multiple data points in analysis. For example,
missing data for a respondent who makes three recruitments result in lost data for the tie
connecting him to his recruiter and the three ties connecting him to his recruits. Consequently,
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all possible steps should be taken to avoid missing data. RDS-SN's sensitivity to missing data
is another reason why doubling sample size is recommended. If they can not be avoided, there
are several ways to treat missing data: 1) code the data as missing, excluding it from analysis,
2) code missing data as a separate group to test if data are missing for any systematic reasons,
or 3) data imputation based on non-missing data. Further research is needed to confirm the best
approach.

Finally, RDS-SN analysis does not require any elaborate formatting of network data beyond
that necessary for loading into RDSAT (Volz et al. 2007)2. To conduct RDS-SN analysis the
researcher needs to record the coupon numbers each respondent is given to recruit with and
the coupon number she is recruited with. If coupon numbers are recorded accurately, there is
no need to record each respondent's recruiter. Additionally, as with all RDS data, each
respondent's degree must be recorded.

RDS Assumptions

RDS sampling and estimation relies on five assumptions (Heckathorn 2007):

1. Respondents maintain reciprocal relationships with individuals who they know to be
members of the target population.

2. Respondents are all linked into a single component in the network.
3. Sampling is with replacement.

4. Respondents can accurately report their personal network size or equivalently, their
degree.

5. Peer recruitment is a random selection of the recruiter's peers.

With the exception of assumption three, these assumptions are necessary for both RDS-HP and
RDS-SN. However, in some cases the interpretation and relevance of an assumption differs
across the two applications. A detailed discussion of these assumptions and how they relate to
unbiased estimation of hidden populations (RDS-HP) is presented elsewhere (Wejnert and
Heckathorn 2008). Here | provide a brief summary and discuss how the assumptions relate to
RDS-SN.

The first two assumptions specify the population conditions required to successful application
of RDS. First, in order for recruitment to occur, respondents must have access to other members
of the population and be able to identify which of their peers qualify for recruitment.
Additionally, RDS analyses assume reciprocal ties between recruiters and recruits (Heckathorn
2002, Heckathorn and Salganik 2004). For RDS-HP, the interpretation is if A recruits B, then
there must be a non-zero probability that B could have recruited A. RDS-SN, however, requires
a stricter interpretation because self-report data on recruitment ties are provided by only one
node in each dyad. Consequently, reciprocal ties are interpreted as not only existing in both
directions, but as being equivalent in both directions. Second, the population is assumed to
form a single connected component such that any member of the target population is reachable
from any other member through the network (Salganik and Heckathorn 2004, see also
Heckathorn 2007). Consequently, RDS is best suited for populations structured around social
interaction, a requirement that is easily met in research focusing on a single social network.

2The RDS Analysis Tool (RDSAT) and documentation are available for download at: RespondentDrivenSampling.org.
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In RDS-HP, the third assumption, that sampling occurs with replacement3, is necessary for
estimation. Sampling with replacement, however, is not directly assumed in RDS-SN.
Furthermore, the measure of transitivity presented above explicitly assumes sampling without
replacement. If sampling occurred with replacement, transitivity could be calculated directly.

The final assumptions are equally relevant to both RDS applications. First, respondents are
assumed able to provide accurate information on their personal degree that is used in the
calculation of average group degree and sampling weights. Fortunately, Wejnert (2009)
suggests degree indicators currently employed in most RDS studies are among the most
effective at yielding accurate population estimates. Finally, recruitment patterns are assumed
to reflect personal network composition within the network. In other words, RDS assumes
respondents recruit as though they were selecting randomly from their personal networks
(Heckathorn 2002). This assumption is necessary for a representative sample of ties and
calculation of sampling weights.

Lastly, while the interpretation of RDS assumptions differs based on application, it is important
to note that in cases where the RDS population proportion estimate (equation 1) is used in
affiliation and homophily calculations, both RDS-HP and RDS-SN interpretations of
assumptions apply.

Empirical Example of Social Network Analysis with RDS

Hypotheses

RDS provides a random sample of ties based on behavioral network data, i.e. recruitments
(Salganik and Heckathorn 2004), that can be used to make social network inferences of tie
characteristics by comparing characteristics of certain types of ties with others, node
characteristics through estimates of average group degree, and structural network
characteristics through homophily and affiliation analysis. | now demonstrate these techniques
with an empirical example that tests five hypotheses regarding racial integration among
undergraduates at a large, selective university.

In their study of undergraduates at selective universities, Bowen and Bok (2000) argue that
integration is “extremely high” at U.S. universities because “the large majority of all kinds [of
students] ‘knew well” two or more individuals in many different categories” (p. 231, emphasis
original). Furthermore, less than one in ten white students knew no black students or did not
answer the question. While suggesting that selective campuses are not entirely segregated,
these findings show a high degree of exposure to diversity on campus, but do not directly speak
to the level of interpersonal integration present within the social structure. Specifically, while
most U.S. universities maintain a strong commitment to diversity within the student body, few
studies ask whether racial diversity at the institutional level is necessarily reflected as racial
integration at the interpersonal level. In this paper, five hypotheses consistent with the
assumption that there is no gap between racial diversity at the institutional level and integration
at the interpersonal level are tested using RDS-SN.

At the institutional level, diversity reflects the extent to which individuals of different types
are present or absent in the population. At the interpersonal level, however, a failure of racial
integration can manifest itself in several ways. First, for a network to be racially integrated,
cross-race ties must exist in proportionately equal quantity to same-race ties. That is, patterns
of association should resemble random mixing and no group(s) should favor interaction with
itself or any other specific group(s). Second, cross-race ties should be of equal quality to same

3Because respondents are only allowed to participate once, RDS always occurs without replacement. The assumption is considered met
if the sampling fraction remains small enough for such a model to be appropriate (Salganik and Heckathorn 2004; Heckathorn 2007).
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race-ties in terms of frequency of interaction, strength of relationship, and transitive closure.
Finally, members of each group should have similar structural standing within the network.
That is, no group(s) should occupy a more central position than any other group(s).

Quantity of Cross-Race Ties—First and foremost, a racially integrated network not only
must include cross-race ties, but must not display an overall pattern of preference or avoidance
of any group(s) by any group(s). That is, the overall pattern of ties should resemble random
mixing within the population and racial homophily and affiliation should be trivial. This is
especially important for ruling out the possibility of perceived integration due to tokens who
physically appear to be of one race, but are culturally of another. For example, one could
imagine a population of White students who all “know well” at least one Asian student.
However, if they all know the same Asian student and that student is “White” in her interests,
behaviors, and ideas, the benefit of this tie in terms of exposure to diversity is minimized.

Hypothesis One: Racial homophily and affiliation are not significantly different from
random mixing.

Quality of Cross-Race Ties—I compare the quality of same-race and cross-race ties using
three measures of tie strength: self-reported tie strength (close friend, friend, or acquaintance),
frequency of interaction (how often ego, the recruit, interacts with alter, her recruiter), and
transitive closure with the recruiter.

First, if the closeness of cross-race ties is less than that of same-race ties, then friendships across
racial boundaries are more likely to be strained, difficult to maintain, and viewed differently
from same-race ties.

Hypothesis Two: Average self-reported tie strength of same-race ties is not different
from average self-reported tie strength for cross-race ties.

Unfortunately, self-reported data on friendship closeness can be problematic because the
distinction between “friend” and “close friend” may vary across individuals and groups
(Fischer 1982b). An alternate way of measuring tie strength is through the frequency of
interaction between nodes in the dyad.

Hypothesis Three: Frequency of interaction among same-race ties is not different from
frequency of interaction among cross-race ties.

In his work on social capital, Coleman (1990) writes that closure in a network provides
increased potential for amplifying returns to the actor by strengthening social norms. Similarly,
transitive ties have higher potential for returns to an actor than non-transitive ties; thus, if the
population is racially integrated, same-race ties should not have higher transitive closure that
cross-race ties.

Hypothesis Four: Transitive closure among same-race ties is not different from
transitive closure among cross-race ties.

Group Status—Finally, in a racially integrated population, no race should occupy a higher
structural standing than any other race. In segregated populations, minority groups are likely
to make and maintain less ties on average than majority groups because there are fewer of them
to interact and form connections with. One way to measure the structural standing of groups
is to compare the average degree of individuals within each group. Other, more sophisticated
methods would compare the number of very high degree individuals, or socio-metric stars,
within each group or to compare degree distributions across groups (Wasserman and Faust
1994). However, such approaches require data that is independent of individual degree, which
RDS does not provide (see above). Consequently, | restrict my analysis to the average group
degree across race calculated using the RDS degree estimator.
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Hypothesis Five: There is no difference in average network size across racial groups.

Data and Methods

A sample of 150 recruitments from a selective, residential university population with over
13,000 undergraduates was collected in 2004. Including nine seeds, the sample size was 159
students. Demographic information for the final sample is presented in Table 1. Due to low
sample prevalence of under-represented minorities (URM), race is divided into three
categories: White, Asian, and URM. The URM category includes two African American
students, seven Hispanic/Latino students and 11 students describing themselves as “Other”.
Analyses presented here focus on these three categories and network differences between them.

Overall, 55.3% (n=88) of the 159 respondents recruited peers for the study. Six of the 88
respondents who recruited were seeds. While only 88 respondents recruited, the average
number of recruits for successful recruiters was 1.69, resulting in a sample of 150 ties. This is
consistent with other RDS studies and the geometry of RDS recruitment networks. That is, if
each recruiter averages two recruits, then only half of the respondents will have recruited
(Heckathorn 2002).

The study was conducted using WebRDS, an online version of RDS with email-based
recruitment coupons and an internet survey. Sampling began on a Friday morning and was
completed in 72 hours. A detailed discussion of the data and WebRDS procedures is presented
elsewhere (Wejnert and Heckathorn 2008).

Figure 1 illustrates recruitment chains by all productive seeds from the sample. It includes a
single long chain that makes up over 70% of the data and five smaller chains that make up the
remaining 30%. Recruitment in RDS is often dominated by large recruitment chains initiated
by respondents who can be termed “super seeds” (e.g. Heckathorn 1997;Heckathorn et al.
1999;Heckathorn et al. 2002;Ramirez-Valles et al. 2005). This does not reflect special
characteristics of the individual, because it results from a positive feedback process in which
the larger a recruitment chain grows, the greater is the number of respondents working to make
it grow even larger, so a “rich-get-richer” dynamic is produced in which the larger chains grow
ever more quickly than the smaller chains. Hence, any reasonably productive seed stands a
good chance of becoming a “super seed”.

Wasserman and Faust (1994) define “degree” as the union of out-degree, the number of
individuals ego knows, and in-degree, the number of individuals ego is known to. RDS solicits
out-degree data from respondents, however, under the reciprocity assumption; in-degree equals
out-degree. Consequently, RDS out-degree is referred to and treated as equivalent to “degree”.
The data include two measures of individual degree: a “buddy list” measure, which solicits the
number of “buddies” a student has on her instant messenger “buddylist” and a standard self-
report measure that asks for the “number of undergraduates you know by name who know you
by name with whom you have interacted with in the past 30 days”.

In earlier work with these data Wejnert and Heckathorn (2008) use the buddylist degree
measure for RDS estimation. At the time of sampling, instant messenger programs (IM) were
the primary means of communication among students on campus and many respondents
reported contacting potential recruits using IM before sending them a recruitment email.
Additionally, these programs store users’ buddylists and display the number of contacts,
reducing recall bias in degree estimates. However, the buddylist measure has several
limitations. First, not all students may use IM regularly or at all. Second, it is unclear how many
respondents included IM contacts not attending the university. Finally, buddylists may include
former contacts with whom the respondent no longer interacts.
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Furthermore, this study included additional network questions regarding the standard measure,
but not the buddylist measure. Specifically, respondents were asked “Of those undergraduates
you know by name who know you by name with whom you have interacted with in the past
30 days, how many are: White? Asian? African-American, Hispanic/Latino? Other race?”
Similarly, to assess transitivity, respondents were asked “How many of your daily contacts do
you think your recruiter knows?” While “daily contacts” are clearly distinct from those “with
whom you have interacted with in the past 30 days,” this transitivity measure is more consistent
with the standard degree measure than buddylist degree. Consequently, this paper uses the
standard self-report degree measure to promote consistency and comparability within the
analysis.

Due to the non-hidden nature of this population, institutional data is available for several
variables of interest, including race (Cornell 2004). In these cases institutional population
proportions are used in calculations of homophily and affiliation. Consequently, calculations
of homophily and affiliation (equations 4 and 5) presented here are based on true institutional
values for Py and do not rely on the RDS-HP population proportion estimate. A comparison
of RDS population estimates with institutional data is presented elsewhere (Wejnert and
Heckathorn 2008; Wejnert 2009).

Following the assumption that RDS provides a random sample of ties from the network,
hypothesis one is tested by calculating affiliation and homophily from the data and testing it
against the expectation of random mixing. Hypotheses two through four are tested using basic
hypothesis-testing methods. Finally, results for hypothesis five are calculated using the RDS
degree estimator described above.

Before considering results it is necessary to show that the sample reached equilibrium. This is
done by simulating the number of waves required to reach equilibrium for each variable and
then comparing it with the actual number of waves reached in the sample (See Heckathorn et
al. 2002 Appendix for equilibrium and waves required calculations). The standard RDS
interpretation is that if equilibrium is reached within a single chain, then equilibrium is reached
for the entire sample because all individuals have a non-zero probability of selection
(Heckathorn 2002). For this analysis, the highest simulated number of necessary waves is six.
The longest chain in the sample has more than 18 waves, satisfying the equilibrium
requirement. For a detailed discussion of equilibrium and out-of-equilibrium data effect on
RDS estimation with this sample, see Wejnert (2009).

Raw and data-smoothed matrices for recruitment and transition probabilities for race are
presented in Table 2. Table rows represent recruiters and columns represent recruits. For
example, 13 of the 75 recruitments made by Whites were of Asians, corresponding to a
transition probability from Whites to Asians of 0.173 in the transition matrix. When the data
are smoothed, there are 12.7 White to Asian recruitments, corresponding to a smoothed
transition probability of 0.163. The similarities between raw and data-smoothed versions of
each matrix suggest that differential recruitment, beyond that expected from stochastic
variation in such a small sample, did not occur and recruitments likely represent a random
sample of ties from the network. Due to the small number of recruitments involving URMs,
this analysis pools all data and compares same-race and cross-race ties across all categories,
the data includes 97 same-race ties and 53 cross-race ties. Where possible, analysis is performed
in multiple ways to show consistency across minor tweaking in the analytical procedure.

Quantity of Cross-Race Ties—Table 3 shows the institutional population proportions

(Cornell 2004)% and affiliation preference for race based on the data-smoothed® recruitment
and transition matrices shown in Table 2. Results show that affiliation is governed by in-group
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selection and not random racial mixing. White students display a significant preference for
other Whites and small but non-significant avoidance of other groups. Asian students display
significantly high preference for other Asians and avoidance of Whites, and associate randomly
with URM. Finally, while URM affiliation patterns are non-significant, likely due to low
sample size, URM students follow a pattern similar to Asian students, avoiding Whites and
preferring Asians and other URM.

It is important to note that affiliation patterns are not symmetric. For example, Asian students
avoid Whites, while Whites appear to interact with Asian students randomly. This result is due
to large differences in racial proportions observed in the population that make it easier to avoid
some groups and harder to avoid others. For example, because Asian students make up only
16.4% of the population, significantly less than 16.4% of all White students’ ties must be to
Asian students in order for Whites to be said to be “avoiding” interaction with Asians.
Conversely, the window for Asians to avoid Whites is much wider because Whites make up
the majority of the population. For the same reasons, it is much more difficult for Whites to
differently associate with other Whites than it is for Asians to prefer Asians.

The analysis presented in Table 3 operates under the assumption that recruitment provides a
random selection of students’ network ties. However, it is possible that recruitment occurs
through a network that is related, but different from the overall social network in the population.
For example, the online nature of the study may have excluded individuals who rarely check
their email®. To test this theory, respondents were asked how many of their recent contacts are
White, Asian, or URM (see Appendix for question wording). The ratio of the sum of these
values to the sum of the overall number of respondents’ resent contacts in each racial category
is then used as a self-report measure of racial transition probabilities, which are then used to
calculate racial affiliation. If recruitment occurred via a different network, racial affiliation
calculated in this way will differ substantially from that presented in Table 3. Additionally,
because such an analysis is possible with ego-centric approaches, it serves as a comparison of
the two methods. In the case of racial affiliation, where individual categories are easily
observable, affiliation patterns calculated in each way should converge. However, for variables
that are not easily observable, such as opinions or stigmatized behaviors, the ego-centric
approach is not feasible. Furthermore, even for observable variables, the ego-centric approach
requires much more data than the RDS-SN approach.

Table 4 shows racial affiliation preference based on these self-report transition probabilities.
Statistically, the results are equivalent to those of Table 3. However, some important, though
non-significant, differences exist. First, affiliation of Whites to Asians and URMs is more
negative, more clearly compensating for in-group preference. Next, Asian affiliation to URMs
is more negative. Finally, URMs display a greater preference for other URM than other groups,
with which they affiliate randomly. It is difficult to say whether these differences are due small
sample size or a bias in recruitment, however, the overall consistency of affiliation direction
(positive or negative) and statistical significance suggests that both measures provide reliable
evidence against hypothesis one.

Quality of Cross-Race Ties—Table 5 shows frequency tables for overall self-reported
strength of respondents’ relationship with recruiters and their frequency of interaction.
Consistent with the assumption that a reciprocal relationship between recruiter and recruit
exists, the data suggest that recruitment occurred along strong ties; 97% of recruits referred to

Hnstitutional population proportions for race do not sum to 100% because they do not include two categories, “foreign national” and
“US Citizen, Unknown”, which make up approximately 13% of the institutional data (Cornell 2004).

Results are unchanged if raw data is used in place of data-smoothed data.

For a complete discussion of potential biases in this data, see Wejnert and Heckathorn (2008).
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their recruiter as at least a “friend” and over 90% reported interacting with their recruiter at
least once a week. For the purposes of this paper, tie strength and frequency of interaction are
dichotomized so that the results compare ties that are considered “close friends” versus others
and interactions which occur “daily” versus others. Table 5 also shows that, on average,
respondents reported approximately 25% of their network contacts know their recruiter.

Table 6 shows a comparison of dichotomized tie strength and interaction frequency and mean
transitive closure for same-race and cross-race ties used to test hypotheses two, three, and four.
There is little difference between same-race ties and cross-race ties and no statistically
significant difference in means for same-race and cross-race ties for self-reported tie strength,
interaction frequency, or transitive closure. Thus, while the analysis does not directly support
hypotheses two, three, or four, there is an overwhelming lack of evidence against them.
Consequently, the analysis shows that when close cross-race ties are formed, there is little
evidence to suggest that they are any different in terms of tie strength, interaction frequency,
or transitive closure than same-race ties.

Group Status—Table 7 shows arithmetic and RDS mean group degree by race. Hypothesis
five states that if the population was not integrated, we would expect minority groups to be
marginalized and therefore have smaller average degree than larger groups. Based on the
results, it is clear that this is not the case and that if there are any differences in average group
degree, they favor the minority groups. Thus, there is little evidence against hypothesis five or
racial integration at the group level.

The results of this study suggest that racial diversity at the institutional level is reflected as
diversity at the interpersonal level in terms of the quality of interracial interaction, but not
quantity (at this university). Specifically, this study finds that 1) overall patterns of racial
interaction are governed by in-group preference that deviates significantly from random
mixing, 2) when they exist, cross-race ties are not significantly different from same-race ties
in terms of tie strength, frequency of interaction, or transitive closure, 3) there is little evidence
to suggest that, on average, members of minority groups pay a social cost in terms of the number
of ties they can maintain. Therefore, significant, but permeable, racial boundaries to tie
formation exist, but, once a cross-race tie is formed, it is treated as any other tie.

While the results are not generalizable beyond the study university, they have promising policy
implications for colleges dedicated to student diversity. While a fully racially integrated society
is the ultimate goal of race-relations, historical racial tensions, and cultural differences provide
strong barriers to racial integration (Quillian and Campbell 2003). Research on friendship
formation and the homophily effect suggest that while these differences remain, friendship
selection will favor the in-group for a variety of social and structural reasons (Newcomb
1961; Mouw and Entwisle 2006). Consequently, in a network exhibiting random racial mixing,
the racial differences that benefit the population by bringing new ideas and experiences may
not exist. The finding that cross-race ties are not qualitatively different from same-race ties
suggests that students are experiencing a primary benefit of diversity through their connections
with different types of people despite differentially associating with similar individuals.

More generally, the above serve as an empirical example of RDS-SN. By focusing on race, the
RDS affiliation analysis is validated through comparison of affiliation analysis based on self-
report network composition. Essentially, it is a comparison of RDS and self-report (i.e. ego-
centric) approaches to affiliation analysis. As expected for an easily identifiable characteristic
that does not suffer from masking (see above), the results are convergent. In addition to being
applicable to other characteristics than race, which may not be easily identifiable to
respondents, the RDS method is much less data intensive than its self-report counterpart. In
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addition to standard RDS data’, the RDS affiliation analysis only requires data on respondents’
race. Similar analysis based on ego-centric approaches, however, requires not only
respondents’ racial data, but also their individual network composition by race. The second set
of analyses (Table 6) uses network ties as the unit of analysis and allows for comparison of
within and across group ties based on a representative sample of network ties that is not possible
with ego-centric data. The final analysis, a comparison of average group degree based on self-
report degrees is not unique to RDS-SN analysis. A similar study on such a large population
could not feasibly be conducted using saturated survey data. A saturated approach using digital
network data, such as an email network, would provide information regarding network
structure, but lack socially relevant variables, such as race. Consequently RDS-SN provides a
more efficient method of describing the social network structure of large real world populations
than ego-centric data and more extensive breadth of analysis than saturated methods with
respect to socially relevant factors such as race.

Limitations of RDS-SN and Directions for Future Research

The primary limitations of RDS-SN, and RDS in general, are the complex nature of RDS data
and its youth as a statistical method. While the presence of network ties connecting respondents
provides valuable network data, it also violates a key assumption of many statistical analysis
techniques that observations are independent of each other. Thus, new analytical methods
specific to RDS data are required for most analyses. While much progress has been made in
the decade since RDS’ introduction in 1997 (Heckathorn 1997), much work remains to be done
and researchers looking to apply their favorite statistical analyses to RDS data will likely find
RDS analysis underdeveloped. For example, current RDS-SN methods can provide
information on affiliation patterns and relative differences between groups, but cannot provide
general network information such as density or average distance between nodes. What is
presented here is the current state of the art in RDS social network analysis, further research
and development of statistical analysis for RDS data is required.

In addition, RDS-SN has several other limitations. First, while RDS-SN's reliance on self-
report data is lower than in many other methods of sampling and analyzing real world networks,
RDS-SN does rely on self-report data for some network properties such as individual degree,
tie strength, and transitive closure. A significant amount of research on self-report network
characteristics suggests that “people simply do not know, with any degree of accuracy, with
whom they communicate” (Killworth and Bernard 1976, p. 283). Recent research on network
estimation techniques in which respondents are asked to estimate their number of alters in a
network, has found significant forgetting of friends (Bell, Belli-McQueen, and Haider 2007).
However, the work suggests differences in recall error are primarily associated with network
and not demographic or other key sociological attributes of respondents (Brewer 2000).
Researchers have found moderate positive correlation between degree and number of forgotten
alters (Brewer and Webster 1999) moderate negative correlation between degree and tie
strength (Brewer 2000). Fortunately, if recall error in self-report network data is independent
of most key respondent attributes and demographics, inferences on relative network
differences, such as those presented in the example above, remain valid. Furthermore,
improved recall of strong ties, compared to weak ties, benefits RDS-SN because the method
appears to favor recruitment along strong ties (see below).

In order to gage sensitivity of RDS to varying measures of degree, Wejnert (2009, p.108))
compared RDS-HP estimates based on multiple degree measures to known population
proportions and concluded that “while the standard [self-report] degree measure, which is
commonly used in RDS studies, does not produce the best estimates..., it does quite well.” This

7AllRDS analysis requires documenting who recruited whom in the form of a recruitment matrix and a measure of individual degree.
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work suggests RDS’ reliance on self-report data does not negate the method's ability to provide
unbiased stimulation. While reliance on self-report data is not unique to RDS-SN, further

research is needed to explore the affect of informant inaccuracy in general and on RDS-SN in
particular. Specifically how sensitive are RDS-SN inferences to errors in self-report data and
whether alternative methods of generating self-report network data provide improved results?

Second, the analysis presented here relies heavily on the assumption that RDS provides a
random sample of ties from the social network which breaks down if recruits are not recruited
randomly from each recruiter's entire pool of social ties. Wejnert and Heckathorn (2008)
present a method of testing this assumption for easily observable variables. However, Wejnert
(2009) points out the test's results, which rely on self-report data, may be more indicative of
the quality of self-reports rather than the representativeness of recruitment. Non-random
recruitment can affect network analysis differently depending on whether non-random
recruitment occurs based on respondent or tie characteristics. For example, if recruitment
favors white respondents, then the inferences regarding racial affiliation and homophily may
be biased. However, if recruitment favors strong ties, then inferences regarding global network
tie characteristics can be affected. However, if a similar bias exists across all groups, then
comparisons of one group relative to another remain valid.

While more research is needed, some evidence exists suggesting that RDS recruitment favors
strong ties beyond any other variable. Wejnert (2009) finds a disproportionately large number
of respondents being recruited by those with whom they discuss important matters.
Furthermore, the incentive structure employed by RDS to exclude recruitment of strangers by
making recruitment rights both valuable and scarce likely favors stronger ties over weaker ties.
Finally, if respondents simply recruit the first eligible peer they interact with, recruitment will
also favor strong ties due to frequency of interaction. If it is confirmed that RDS recruitment
predominantly favors strong ties, then network inferences would apply primarily to networks
of strong ties.

Third, the nature of the recruitment process and reciprocity model requires recruiter and recruit
to be status equals within the population (Heckathorn 1997). Thus, the method can not be used
to study ties across a status gradient, such as employer-employee relations. Furthermore, RDS-
SN assumes recruitment ties are equivalent in each direction and that accurate self-report
information about each tie can be accurately gathered from one node in each dyad. While falling
short of the network analysis standard of verifying information with responses from both dyad
members, the presence of a physical recruitment by the recruiter guarantees the presence of a
multi-directional tie between recruiter and recruit. Further research is needed to develop
methods of gathering network information from recruiters and test the accuracy of recruit self-
reports regarding tie properties between recruiter and recruit.

Fourth, RDS is an organic sampling method, making it difficult to know which respondent
characteristics and, more importantly, which types of tie will be over or under sampled. This
study suggests recruitment favors strong ties, making RDS-SN better suited for strong tie
networks. A simple solution could be to restrict recruitment to specific types of ties through
eligibility criteria, such as recruiting only those with whom you discuss important matters.
However, it is unclear what effect restricting recruitment would have on the data. Specifically,
any restrictions on recruitment risk recruitment chains dieing out prematurely. Furthermore,
RDS-SN assumptions would apply to the restricted network. For example, if recruitment is
limited to strong ties only, then RDS-SN requires the network to be fully connected through
strong ties only. Further research is needed to test the effects and severity of limiting
recruitment in any way on network analysis.
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Finally, currently available RDS-SN analyses lack the ability to address causality. For example,
homophily can occur in two ways: First, similar people are more likely to interact by virtue of
having similar interests and participating in similar events. Alternately, individuals who spend
a large portion of time together are likely to become more similar by adopting interests and
characteristics from each other and developing new ones together. Consequently, while RDS-
SN can measure homophily, it is not capable of discerning its causes or consequences.
However, multiple RDS samples collected over time can be used to gain a longitudinal
perspective on changes in the network and the factors related to it.

Discussion

Despite these limitations, RDS offers several major advantages for studying social networks
over currently employed methods. First, RDS provides a way of sampling and analyzing
network structure of real world networks within a social context. Current methods for studying
network structure rely on either self-report descriptions of alters, which are limited to
respondents’ knowledge of their alters’ traits and their recall of these traits, or database data,
such as email networks, which often lack socially relevant information on node characteristics,
such as gender and race. Second, RDS-SN provides a sample of nodes connected by
behaviorally documented ties. By sampling both members of the dyad, the methodology allows
for greater range of analyses from a single dataset.

While the substantive focus of this paper is to present RDS-SN as an approach distinct from
RDS-HP and as a compliment to other methods of social network analysis, the analytical
procedures presented here can also be used in conjunction with these approaches. First, RDS-
SN can be combined with ego-centric data by starting with an ego-centric sample of nodes and
allowing the recruitment of a small number of waves from each node. The initial ego-centric
sample will allow node based analyses and the recruitments will allow tie based analysis. Such
an approach is problematic for RDS-HP because a representative sample of seeds can not be
collected and thus the sample needs multiple waves to become independent of its starting point
and reach equilibrium. However, if the initial sample is representative, then it is initiated at or
very close to equilibrium, making RDS-SN analysis techniques applicable to the data even if
only a small number of waves are recruited in each chain (Wejnert and Heckathorn, in press).
Second, RDS-SN can be used in conjunction with online networking sites, such as MySpace
or Facebook, to study social networks and the propagation of information through them. While
the existence of such sites and their direct data on social connections has proven invaluable to
network researchers, the data suffer from a high degree of false positives. That is, many
individuals are listed as “friends” of others who they may not associate with currently, directly,
or at all. By applying RDS-SN recruitment to such networks, researchers guarantee that only
active ties are being sampled. RDS adjustments can then be applied to data and comparisons
to complete network data can be made to gain a richer understanding of the network structure
and how information, in the form of recruitment, propagates through it. Finally, as discussed
above, a network component can be added to any RDS-HP project with minimal additions to
survey instrumentation to enrich the analytical capacity of studies of hidden populations.

Conclusion

This paper presents RDS-SN as a viable means of sampling and analyzing real world social
networks. While the analytical techniques described here are substantial, the full potential of
RDS-SN is far from realization. The primary goal of this article is to introduce RDS-SN to the
network community and to stimulate further research toward the goal of expanding the
analytical capacity of RDS-SN and, more generally, the statistical toolset available to network
researchers.
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Appendix: Survey Questions for Network Analysis

Degree Measures

How many undergraduates at [this university] do you know personally (i.e., you know their
name and they know you, and you have interacted with them in some way in the last 30 days)?

How many of these students that you know are: (please answer “0” if you do not know
anyone in a given group)

o 9

o o

®

White

African American

Hispanic or Latino

Asian

Native American

Other race

Tie Strength and Transitivity

Which of the following best describes your relationship with your recruiter?

g.
h.
i.

J.

Close friend
Friend
Acquaintance

Stranger

How often do you usually interact with your recruiter in person, by phone, by e-mail, by instant
messaging, or by other means?

k.
l.

m.

n.
0.
p.
q.

Daily

Several times a week
Once a week

Once every other week
Once a month

Once every other month

Less than every two months

Think of those students you have contact with on a daily or near daily basis, how many of these
people does your recruiter know?
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Figure 1.

RDS recruitment chains of all 6 productive seeds (enlarged and highlighted with opposite color
borders). The nodes are color-coded for gender (male = black, female = gray) and shape-coded
for race/ethnicity (White = square, Asian = circle, URM = triangle).
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Demographic Characteristics of Network Data

Seeds
n=9 n=159 Percent
Gender
Male 5 95 59.7
Female 4 64 40.3
Race
White 6 81 50.9
Asian 2 58 36.5
URM 1 20 12.6
Year
Freshman 0 13 8.2
Sophomore 4 51 321
Junior 2 40 25.2
Senior 3 51 321
5+ 0 4 25
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Recruitment-Based Racial Affiliation Preference

Racial Population Proportions

White  Asian URM

0.594 0.164 0.111

Racial Affiliation Based on Data-Smoothed Recruitment

White Asian URM
White 0.342° —0.006 —0.063
Asian _0.593*** 0.556*** 0.020
URM —0.295 0.224 0.135
*
p<0.05
Kk
p < 0.001
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Table 5

Descriptive Statistics for Tie Strength Variables

Relationship with Recruiter

Frequency Percent Cumulative Percent

Close Friend 70 0.47 0.47

Friend 75 0.50 0.97

Acquaintance 5 0.03 1.00
Total 150 1.00

Frequency of Interaction with Recruiter

Frequency Percent Cumulative Percent

Daily 83 0.55 0.55

Several times a week 34 0.23 0.78

Once a week 18 0.12 0.90

Once every other week 9 0.06 0.96

Once a month 6 0.04 1.00
Total 150 1.00

Transitive Closure

N Mean Variance

148  0.245 0.057
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Table 6

Comparison of Same-Race and Cross-Race Tie Strength Variables

Mean Tie Strength by Type of Tie

N Mean Std. Error Mean

Tie Strength Same-Race Tie 97  0.505 0.051

Cross-Race Tie 53  0.396 0.068
Interaction Frequency ~ Same-Race Tie 97  0.557 0.051

Cross-Race Tie 53  0.547 0.069
Transitive Closure Same-Race Tie 95  0.257 0.024

Cross-Race Tie 53  0.225 0.033
Comparison of Mean Difference

Mean Difference  Std. Error [y \q)ye*  df
Tie Strength 0.109 0.085 0.202 108.7
Interaction Frequency 0.010 0.085 0.911 148
Transitive Closure 0.032 0.041 0.432 146

*
Independent-Samples t-test
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