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Abstract
The sentences we process in normal conversation tend to refer to information that we are familiar
with rather than abstract, unrelated information. This allows for the use of knowledge stores to help
facilitate comprehension processes. In many sentence comprehension studies, the stimuli are
designed such that the use of world knowledge is limited. Here we investigated how the semantic
relatedness of sentence constituents influences sentence processing. A three factor design was
employed in which processing phase (sentence vs. probe), syntactic complexity (object-relative vs.
conjoined active) and the semantic relatedness of the nouns within the sentence was examined. We
found a differential effect in two sub-regions of the left inferior frontal gyrus (LIFG). BA 44 revealed
an effect of syntactic complexity while inferior portions of the LIFG (BA 47) revealed an effect of
relatedness as well as an interaction between complexity and relatedness during the probe phase. In
addition, significant differences in activation were observed when comparing the sentence processing
and probe phases with the sentence phase eliciting stronger semantic related activation while the
probe phase elicited stronger working memory related activation.
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1. Introduction
The language processing system has been characterized by a set of separate, modular,
processing systems which include systems that process orthographic, phonological, syntactic,
and semantic information (Jackendoff, 2002, Levelt, 1999). There has been significant progress
made in our understanding of these component processes of language comprehension. While
there has been great advancement in our understanding of each individual processing system,
how these systems work together, or collaborate, has received less attention. The goal of the
current study was to explore the interaction between semantic and syntactic processing during
sentence comprehension; specifically the study was designed to examine the influence
semantics has on syntactic analysis. During normal communication sentence constituents are
related to each other and as a result allow for the use of prior knowledge to aid in
comprehension. For example, if discussing an event that occurred in a hospital it would be odd
to encounter the word elephant but not so odd to encounter the words doctor or nurse. This is

Address correspondence to: Sharlene D. Newman, Department of Psychological and Brain Sciences, Indiana University, 1101 E. 10th
St, Bloomington, IN 47405, Tel: 812-856-0839, sdnewman@indiana.edu.
Publisher's Disclaimer: This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers
we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting
proof before it is published in its final citable form. Please note that during the production process errors may be discovered which could
affect the content, and all legal disclaimers that apply to the journal pertain.

NIH Public Access
Author Manuscript
Brain Lang. Author manuscript; available in PMC 2011 May 1.

Published in final edited form as:
Brain Lang. 2010 May ; 113(2): 51–58. doi:10.1016/j.bandl.2010.02.001.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



the bases of the current study with the general hypothesis tested being that when the sentence
constituents are related syntactic analysis is facilitated.

There are a number of studies that have found that animacy information (a semantic feature)
interacts with syntactic processing (Deutsch et al., 1999; Hoeks et al., 2004; Kim & Osterhout,
2005; Kolk et al., 2003; Kuperberg et al., 2007, 2006, 2005). Animacy information has been
shown to play a role in syntactic analysis, particularly in assigning thematic roles (Kuperberg
et al., 2005; Ferreira and Clifton, 1986; Chen et al., 2006). For example, in an fMRI study a
differential effect of animacy on the processing of syntactically complex sentences was
observed in a number of regions, including Broca’s area (Chen et al., 2006). Also, the P600,
which has been observed during the processing of syntactic violations (Friederici et al.,
1996; Hagoort et al., 1993; Kuperberg et al., 2005), was found to be influenced by animacy
violations (Hoeks et al., 2004; Kim & Osterhout, 2005; Kolk et al., 2003; Kuperberg et al.,
2005, 2007). Assuming that the P600 is a syntactic effect, finding this response for semantic
violations suggests that semantic information can have an immediate effect on word processing
within a sentence, and the integration of each word within the sentence.

While a P600 effect has been consistently observed for semantic violations, there seem to be
little consensus as to what semantic factors result in the effect. One recent account, based on
the extended Argument Dependency Model (eADM; Bornkessel-Schlesewsky &
Schlesewsky, 2008), suggests that the P600 results from a mismatch of information obtained
from the prominence and plausibility processing stages at the generalized mapping or well-
formedness stage. According to eADM, prominence information (language specific
information such as animacy and voice) is processed independently and parallel to plausibility
(as well as world knowledge and discourse context) information. These two pieces of
information are integrated at the generalized mapping stage when the final argument
interpretation is determined and it is here where, if there is a conflict or mismatch, a P600
response will be generated (see Bornkessel-Schlesewsky & Schlesewsky, 2008 for details).
This theory is important here for two reasons. First it argues that world knowledge/plausibility
information is processed separately from other language-related information such as
prominence information. This means that these two types of semantic information may have
separable, independent influences on sentence processing. In fact, Bornkessel has
demonstrated that prominence information is processed earlier than context/world knowledge
information and that the neuro-anatomical correlates of prominence and plausibility processing
are distinct (Bornkessel et al., 2003). For example, prominence information has been found to
be associated with processing in the pars opercularis region of the left inferior frontal gyrus
(BA 44) and the posterior superior temporal cortex (pSTC; Bornkessel & Schlesewsky,
2006; Grewe et al., 2006) while manipulations of plausibility have impacted the pars
triangularis region of left IFG (BA 45; Friederici et al., 2003; Hagoort et al., 2004; Newman
et al., 2003).

Just as animacy (prominence) has been shown to influence sentence comprehension, the
semantic relatedness of sentence constituents (plausibility) may also affect sentence
processing. ERP data suggest that the N400 is sensitive to the ease with which information is
accessed in long-term memory (Kutas & Federmeier, 2000; Fischler et al., 1985). The sentence
verification studies by Fischler and colleagues found that the N400 response was sensitive to
category membership regardless of the truth value of the sentence. In other words, the N400
did not care if the sentences were true or not, only that there was a semantic relationship between
the constituents of the sentence. These results suggest that the relationship between items in
long-term memory seems to influence sentence processing which supports the current proposal.
Therefore, the comprehension of sentences in which the sentence constituents are related to
each other may be aided by long-term memory processes.
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The current study was designed to explore how the semantic relatedness of the sentence
constituents impacts comprehension. Many of the previous studies examining the interaction
between syntax and semantics have used anomaly detection tasks instead of comprehension
of grammatically intact sentences. Therefore, one of the goals of current study is to add to this
literature by 1) examining comprehension processes and 2) manipulating semantic processing
by varying the semantic relatedness of the nouns within the sentence. Manipulating the
semantic relatedness is expected to impact plausibility processing and as has been shown
previously plausibility can impact syntactic processing. Again, according to Bornkessel-
Schlesewsky’s eADM, semantic relatedness, or world knowledge information is not equivalent
to prominence information and has been shown to affect different cortical systems. The model
(as does Hagoort and van Berkum, 2007) also argues that information such as semantic
relatedness impacts lexical level processes and does not immediately impact sentence-level
processing.

Bornkessel-Schlesewsky and colleagues (2009) have theorized that the prototypicality of the
agent and patient may influence syntactic processing and it has been shown that the
manipulation of prominence features modulates activation in the left IFG (Grodzinsky and
Friederici, 2006; Grewe et al., 2006, 2007), and the left pSTC; both are regions that have been
strongly linked to syntactic processing (Caplan et al., 2001; Caplan & Waters, 1999; Carpenter,
et al., 1999; Cooke et al., 2006; Fiebach et al., 2001; Fiebach et al., 2005; Friederici et al,
2006; Friederici et al., 2003; Just et al., 1996; Keller et al., 2001; Newman et al., 2003). For
example, a study conducted by Grewe and colleagues (2006) found that subject-initial
sentences show increased activation in the left IFG compared to object-initial sentences when
an inanimate nominative subject precedes an animate dative object which violates the more
prominent animate-before-inanimate order. Grewe argues that the left IFG is involved in
integrating both word order information as well as semantic information when constructing a
representation of the sentence. The pSTC, on the other hand, has been linked to the assessment
of prototypicality during comprehension and suggests that the region plays a role in generating
the “relational construction of an argument hierarchy” (p. 40; Bornkessel-Schlesewsky,
2009).

Our hypotheses for the current study are as follows. The semantic relatedness of sentence
constituents will facilitate sentence processing. It is unclear as to whether syntactic analysis
will be facilitated in addition to semantic level processing. The eADM predicts that syntactic
analysis per se would not be influenced by world knowledge. If there is facilitation of syntactic
processing it would be expected to be observed in BA 44. This portion of Broca’s area has
been implicated in syntactic processing (Fiebach et al. 2005; Friederici et al. 2003; Newman
et al. 2003) and in the processing of prominence information (Bornkessel & Schlesewsky,
2006; Grewe et al., 2006). In addition, the activation of BA 45/47 is predicted to be modulated
by relatedness. This is because the semantic relatedness manipulation used here - varying the
semantic association of the sentence constituents - has some overlapping characteristics with
the semantic plausibility manipulations discussed above (e.g., “The roofer that the chemist
liked tossed a map out the window” Newman et al., 2009). Finally, previous studies have
implicated the pSTG in both semantic and syntactic processing (Cooke et al., 2001; Friederici
et al., 2003; Newman et al., 2009) and as a result the activation of this region may be expected
to be modulated by both syntactic complexity and semantic relatedness. In order to test these
region specific hypotheses a two-factor fMRI design in which semantic relatedness and
syntactic complexity were within-participant variables was used. Semantic relatedness was
manipulated by varying the relatedness of the first and second nouns within the sentences and
complexity was manipulated by comparing object-relative and conjoined active sentences.
Following the presentation of each sentence was a comprehension probe. A 6-sec delay was
placed between the sentence and the probe to allow for the examination of brain activation
associated with the sentence and the probe separately.
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2. Results
2.1. Behavioral Results

The reaction time and error rate were analyzed (see Figure 1). Significant effects of complexity
and relatedness were observed for both the reaction time [complexity: F(1,19) = 107.64, p <
0.0001; relatedness: F(1,19) = 14.26, p < 0.005] and error measures [complexity: F(1,19) =
37.25, p < 0.0001; relatedness: F(1,19) = 15.96, p < 0.001]. Neither measures revealed an
interaction between the two variables (Fs<1).

2.2 fMRI Results
Analysis was performed on the sentence and probe phases separately. Contrasts were computed
to examine the main effects of complexity, relatedness, and relatedness in each of the two
processing phases as well as processing phase (sentence vs. probe).

2.2.1 Main Effect of Complexity—The three regions of interest, BA 44, BA 47, and the
pSTG all revealed significant effects of complexity for both the sentence and the probe phases.
No additional regions revealed a significant effect for the whole brain analysis using FDR (p<
0.05) (see Figure 2 and Table 1).

2.2.2 Main Effect of Relatedness—BA 47 revealed a significant effect of relatedness for
both the probe and sentence phases- greater activation for the unrelated compared to the related
condition – for both the sentence and the probe processing phases. BA 44 also revealed an
effect for the probe phase (see Figure 3 and Table 1). The whole brain analysis, using FDR to
correct for multiple comparisons, revealed a number of other regions showing an effect of
relatedness for the probe phase but no other regions were observed to have a relatedness effect
for the sentence phase (see Table 2).

2.2.3 Complexity by Relatedness Interaction—An overadditive interaction between
complexity and relatedness was observed in BA 47, which extends into the anterior insula, for
the probe phase only (see Figure 4 and Table 3). The whole brain analysis, using FDR to correct
for multiple comparisons, showed that the sentence phase elicited an interaction in a number
of other regions within posterior cortex, including occipital regions such as the fusiform and
lingual gyri (see Figure 4). The whole brain analysis did not reveal additional effects during
the probe phase.

2.2.4 Effect of Processing Phase—In previous studies we have observed significant
processing differences when comparing the sentence and the probe phases (Lee & Newman,
2010; Newman et al., 2009). Similar results were found here for the probe minus sentence
contrast – greater activation in regions that have been linked to working memory and motor
processes like the inferior parietal cortex, anterior cingulate and the cerebellum (see Figure 5
and Table 4). However, unlike in the previous study, the current study found that the sentence
phase elicited greater activation in temporal, occipital and basal ganglia regions.

2.3. Ancillary Behavioral Study
39 participants (mean age = 21.71, SD = 3.22), all of whom gave informed written consent,
took part in a behavioral study. The same stimuli were used in a self-paced, word by word
reading study. Stimuli were presented one word at a time in the center of the screen and
participants pressed the space bar after each word was read in order to obtain word reading
times. The probe was presented after each sentence in a whole sentence presentation format.
When examining the verbs, both verb1 and verb2 revealed significant effects of syntactic
complexity [F(1,38) = 13.44, p < 0.001; F(1,38) = 36.46, p < 0.001, respectively]. However,
only verb2 revealed a significant effect of relatedness with the semantically related condition
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showing a faster reading time than the unrelated condition, particularly for the object-relative
sentences [verb1: F<1; verb2: F(1,38) = 4.48, p < 0.05], see Figure 6. Neither revealed a
significant interaction between complexity and relatedness.

3. Discussion
The aim of the current study was to explore how the semantic relatedness of sentence
constituents interacts with syntactic processes. Here we found syntactic complexity effects in
BA 44, the posterior temporal cortex and in inferior parietal cortex. We also found that inferior
portions of the LIFG revealed a significant effect of relatedness as well as an interaction
between relatedness and complexity during the probe phase. These results seem to support the
claim made by eADM that semantic information such as world knowledge is processed
separately from prominence information and does not significantly affect on-line syntactic
processing. In addition, we extended previous findings that revealed differential processing
during the sentence and the probe phase (Lee & Newman, 2010; Newman et al., 2009). In the
paragraphs below we discuss these findings in greater detail.

3.1. Interaction between semantics and syntax
Previous studies have provided evidence to support the hypothesis that semantic information
is available earlier than some syntactic information (Freedman and Forster, 1985; Boland 1993;
Murray and Rowan, 1998) suggesting that it could have a significant impact on syntactic
analysis. In the current study we failed to find evidence that semantic relatedness directly
impacts syntactic analysis in that the regions that have been most strongly implicated in
syntactic processing, BA 44 and pSTC, both failed to show a significant interaction between
complexity and relatedness. The IFG region where relatedness effects were observed was BA
47. There effects of relatedness and an interaction between relatedness and complexity were
observed. The observation of these effects in BA 47 provides support for the eADM claims.
First, the model claims that world knowledge information such as that manipulated here is
processed separately from prominence information. Given that prominence manipulations have
been found to modulate the activation of BA 44, not BA 47, this first claim is supported here.
Second, the model postulates that the effect of world knowledge information on sentence
processing is rather late. While fMRI does not provide the temporal resolution to examine early
versus late processing, here we found an interaction between complexity and relatedness during
the probe, not the sentence phase, suggesting that this effect may be on the well-formedness
processing stage. In fact, Bornkessel-Schlesewsky & Schlesewsky (2008) argued that the
semantic P600 observed in many studies (e.g., Kuperberg et al., 2003; Kim & Osterhout,
2005; Kolk et al., 2003) may be explained by a disruption of the well-formedness processing
stage, a processing stage that occurs late in the model.

The main verb is a critical point in comprehension and it has been shown that for object-relative
sentences (and subject-relative) the processing time is significantly longer than for simple
syntactic structures such as conjoined actives (King & Just, 1991; Christiansen & Chater,
1999). One possible reason for the increased processing time is that thematic role assignments
are made (and anticipated) when the main verb is encountered (Tenenhaus et al., 1989; Kamide
et al., 2003). Here we found that in the ancillary behavioral study the processing time at the
second verb in object-relative sentences is significantly reduced in semantically related
sentences. This suggests that semantic information is indeed coming on-line early enough to
possibly constrain the thematic role assignment process, at least for the second verb in object
relative sentences. In fact, a similar region, BA 45/47, has been implicated in the process of
thematic role assignments (Newman et al., 2003). For example, in a previous study in which
we examined anomalous sentences where the anomaly (an extra verb) disrupted thematic role
assignment, increased activation was observed in BA 45/47 (Newman et al., 2003). An
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overlapping region, BA 47 (and the anterior insula), was found to show a significant effect of
relatedness with the unrelated condition eliciting greater activation than the related condition.
It may be that the semantic relatedness of the nouns is priming the verb representation (also
although we did not test this, the verbs were also related to the nouns). If this is the case, then
the argument structure information that is stored with the verb is also primed, which may result
in the facilitation of syntactic processing, in this case thematic role assignment which may be
occurring in BA 47. Further work is necessary to detangle this relationship.

3.2. Processing phase differences
In the current study we examined the sentence and probe phases separately. As in our previous
studies we observed processing differences across phase (Lee et al., 2008; Newman et al.,
2009). In those studies we observed increased activation for the probe phase compared to the
sentence phase in regions related to working memory processing but no regions revealed
greater involvement during the sentence phase. In contrast, here we found that the temporal
cortex along with the basal ganglia show greater activation during the sentence phase than the
probe phase. The temporal cortex has been linked to memory retrieval processing for lexical-
semantic knowledge (Friederici et al. 2003; Keller et al. 2001) and thematic role knowledge
(Chatterjee et al. 1995; Kable et al. 2002; Wu et al. 2007). Therefore, finding greater
involvement of this region during the sentence than the probe, when there is greater lexical
access demands – due to the repetition of lexical items in the probe phase - may be expected.
The role of the basal ganglia (BG) in language functioning, however, is not clear. There are a
number of studies that show damage to the region results in language deficits (Copland,
2003; Cappa & Vallar, 1992; Wallesch & Papagno, 1988; Nadeau & Crosson, 1997 for review)
as well as neuroimaging studies showing activation of the region during language tasks (Ni et
al., 2000; Price et al., 1997; Kuperberg et al., 2000; Fiebach et al., 2002). Two language
impairments have been observed in patients with BG damage, including Parkinson’s patients:
lexical/semantic processing deficits such as difficulty with confrontation naming and word
finding difficulties (Cappa & Vallar, 1992; Wallesch & Papagno, 1988); and a syntactic
processing deficit (Grossman et al., 2003; Lieberman et al., 1992; Frisch et al., 2003). While
it is difficult to determine based on the current study whether the region is more involved in
semantics or syntax, the current study adds to this literature in that here, we too, observed the
involvement of the basal ganglia as well as its modulation as a function of semantics.

4. Methods
4.1. Participants

A total of 20 students (15 females, mean age =22.9, SD =3.13) from the Indiana University
community participated the study. All participants were required to have English as their native
language. Written informed consent that was approved by the university IRB was obtained
prior to participation.

4.2. Materials
The current fMRI experiment used a single trial event-related design in which each trial was
treated as an event block (Kruggel and von Cramon 1999; Zarahn et al. 1997; Zarahn, 2000;
Fig. 1). A trial could be divided into two phases; a 5 sec sentence reading phase and a 5 sec
responding to a comprehension probe phase. A 6 sec delay was placed between the sentence
and probe to allow for the examination of sentence and probe separately. Participants were
instructed to read each sentence thoroughly and respond as quickly and accurately as possible
to probes. Participants were told to place a greater weight on accuracy than speed of responding.

The semantically unrelated sentence materials were taken from Keller et al. (2001) which were
derived originally from Just et al. (1996). Syntactic complexity (conjoined active and object-
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relative sentences) was a within-participant variable. The object-relative sentences are
syntactically more complex (Caplan et al., 1999; Just et al. 1996; Keller et al. 2001). Stimuli
were equated across conditions for frequency, word length, sentence length and animacy.

Before the semantically related sentence stimuli were constructed a survey was conducted by
305 individuals in which participants rated the semantic relatedness of noun pairs using a scale
of 1–4. The noun pairs in the survey were prospective nouns that were used to generate sentence
stimuli as well as the nouns that were used in the Keller et al. sentences. This information was
then used to generate the semantically related sentences presented here. Example stimuli
include:

Conjoined Active

Related Noun The inspector questioned the suspect and made the report for the trial.

The inspector questioned the suspect.

Unrelated Noun The photographer hugged the bride and caused the riot in the city.

The photographer caused the riot.

Object Relative

Related Noun The businessman that the investor financed bought the company with the stock.

The investor financed the businessman.

Unrelated Noun The roofer that the chemist liked tossed a map out the window.

The roofer tossed a map.

As demonstrated in the example stimuli, the unrelated sentences, by virtue of the sentence
constituents not being related, are somewhat anomalous compared to the related sentences.
However, these sentences have been and are currently being used in research. As such, it is of
interest to determine how they differ from the more natural sentences that we encounter in our
everyday lives.

After the sentences were generated a survey was again conducted that contained the first and
second noun of each sentence. The relatedness scores were significantly different (p<0.001)
for the related and unrelated noun conditions but not for the conjoined active and object-relative
conditions (p>0.07) and there was no interaction found between the two factors (p>0.3).

There were 20 trials per condition which were evenly and randomly presented across 4, eight
minute functional runs. A trial consisted of a sentence and a comprehension probe. The probes
were true/false statements based on the sentence. The probes inquired about who did what to
whom and references either the first or second mentioned verb. False statements were created
by stating that the wrong noun performed the given action. In addition, each run contained 3,
28 sec fixation periods located at the beginning, middle and end of each run. The specifics of
the presentation methods have been published previously in Newman et al., 2009.

4.3. fMRI acquisition and analysis
Functional MRI was conducted on a 3T Siemens TRIO scanner with an 8-channel radio
frequency head coil located in the Imaging Research Facility at Indiana University. Functional
images were obtained in eighteen oblique axial slices with 5mm thickness and a 1mm gap (TR
= 1000 msec, TE = 25 msec, flip angle = 60°, matrix size = 64×64, FOV = 240×240 mm2) by
a gradient echo planar imaging (EPI) sequence. Analysis methods have been published
previously in Newman et al., 2009.

Regions of interest definitions were based on previous studies of syntactic complexity (Lee &
Newman, 2010; Newman et al., 2009) and included BA 44, BA 45/47, BA 13, and posterior
superior temporal cortex (pSTG). The correction for multiple comparisons for the a priori
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predicted activation in the LIFG and pSTG was carried out using an uncorrected p value of
0.005 and a cluster size threshold of 20; this corresponds to a per-voxel false-positive
probability of less than 0.000001 (Forman et al., 1995). This method has been utilized
previously (Knutson et al., 2006; Knutson et al., 2004; Wood et al., 2003; Konishi et al.,
1998; Poldrack et al., 1999). For the whole-brain analyses, correction for multiple comparisons
was carried out using the false discovery rate (FDR) approach (Benjamini & Yekutieli, 2001;
Yekutieli & Benjamini, 1999).
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Figure 1.
Behavioral data. Error bars depict the standard error.
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Figure 2.
Main effect of syntactic complexity for the sentence phase (A) and the probe phase (B). The
object-relative minus conjoined active contrast was performed using an uncorrected p<0.001
and an extent threshold of 20 voxels.
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Figure 3.
Main effect of relatedness for the sentence phase (A) and the probe phase (B). The unrelated
minus related contrast was performed using an uncorrected p<0.001 and an extent threshold
of 20 voxels.
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Figure 4.
Interaction between complexity and relatedness during the sentence phase (A) and the probe
phase (B). The contrast was performed using an uncorrected p<0.001 and an extent threshold
of 20 voxels. (C) Depicts the nature of the interaction observed in BA 47/13 by showing the
percent signal change in the region during the probe phase.
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Figure 5.
The effect of processing phase: sentence minus probe (A) and probe minus sentence (B). The
contrast was performed using an uncorrected p<0.001 and an extent threshold of 20 voxels.
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Figure 6.
Ancillary Behavioral Study results. Error bars depict the standard error.
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Table 1

Main effect of complexity and relatedness in regions of interest

Region Cluster size t-value Coordinates x,y,z

Sentence Phase Complexity

Left Inferior Frontal Gyrus 44 1122 4.28 −40,14,24

Left Inferior Frontal/Insula 47/13 4.34 −30,22,0

Left Temporal 22/21 356 4.55 −58,−36,2

Sentence Phase Unrelated minus Related

Left Inferior Frontal/Insula 45/47 204 4.13 −42,24,10

Probe Phase Complexity

Left Inferior Frontal Gyrus 44 2618 4.49 −54,8,16

Left Inferior Frontal/Insula 47/13 5.43 −32,20,4

Left Temporal 22/21 1190 4.18 −50,−38,0

Probe Phase Unrelated minus Related

Left Inferior Frontal/Insula 45/47 726 7.89 −44,24,4

Left Inferior Frontal Gyrus 44 1185 7.56 −56,14,28
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Table 2

Probe Phase Unrelated minus Related (FDR corrected, p<0.05)

Region Cluster size t-value Coordinates x,y,z

Left Inferior Frontal/Insula 13 726 7.89 −28,18,−4

47 4.81 −44,24,4

Left Superior Frontal Gyrus 6 782 5.09 −8,6,56

Left Precentral Gyrus 6 1185 7.56 −44,−2,40

Left Superior Parietal 7 812 6.64 −26,−58,42

Left Cerebellum 69 5.06 −2,−58,−20

Basal Ganglia 86 4.89 −6,−16,−12

Right Insula 13 313 4.81 34,22,−2

Right Prefrontal 46 186 4.81 42,22,24

Right Superior Parietal 7 39 4.5 30,−58,42

Right Precentral Gyrus 4 41 4.41 40,−16,62
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Table 3

Interaction between complexity and relatedness in regions of interest

Region Cluster size t-value Coordinates x,y,z

Probe Phase

Left Inferior Frontal 47/13 154 4.76 −32,18,−8
−36,30,−4
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Table 4

Main effect of processing phase (FDR corrected, p < 0.05)

Region Cluster size t-value Coordinates x,y,z

Sentence minus Probe

Right Cuneus 17/18 13900 12.56 18,−94,2

Left Inferior Temporal 21 216 6.89 −58,−10,−12

Left Basal Ganglia (Caudate) 1070 5.14 −2,12,10

Left Superior Temporal 22 74 4.61 −48,−46,8

Left Parietal 3 607 4.56 −52,−10,50

Right Precentral 6 402 4.03 46,−8,34

Right Middle Temporal 21 131 4.13 62,−8,−12

Probe minus Sentence

Left Insula/Parietal 13/40 8820 11.54 −40,−6,2

Left Superior Frontal 10 8421 6.93 −22,48,4

Left Middle Frontal 8/6 298 5.02 −42,22,40

Anterior Cingulate 24 1113 5.76 −10,−2,40

Right Inferior Parietal 40 7169 8.79 56,−58,40

Right Middle Frontal 8/9 935 8.14 42,12,44

Left Cerebellum 190 4.75 −20,−50,−30

Right Cerebellum 127 4.69 34,−68,−40
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