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Abstract
The focus of this study was the release from informational masking that could be obtained in a
speech task by viewing a video of the target talker. A closed-set speech recognition paradigm was
used to measure informational masking in 23 children (ages 6–16 years) and 10 adults. An audio-
only condition required attention to a monaural target speech message that was presented to the
same ear with a time-synchronized distracter message. In an audiovisual condition, a synchronized
video of the target talker was also presented to assess the release from informational masking that
could be achieved by speechreading. Children required higher target/distracter ratios than adults to
reach comparable performance levels in the audio-only condition, reflecting a greater extent of
informational masking in these listeners. There was a monotonic age effect, such that even the
children in the oldest age group (12–16.9 years) demonstrated performance somewhat poorer than
adults. Older children and adults improved significantly in the audiovisual condition, producing a
release from informational masking of 15 dB or more in some adult listeners. Audiovisual
presentation produced no informational masking release for the youngest children. Across all ages,
the benefit of a synchronized video was strongly associated with speechreading ability.

I. Introduction
The ability to segregate and selectively attend to the components of an auditory scene is
central to our appreciation of and interaction with the world around us. Often the
components of an auditory scene interfere with each other and degrade our auditory source
segregation ability. One type of interference is energetic masking, thought to be a
consequence of temporal and spectral overlap of the target and distracting sounds. The
extent of energetic masking is accurately estimated by filter-bank models of the auditory
periphery (Moore and Glasberg, 1987; Slaney, 1993, 1994). Informational masking is
another type of interference that inhibits source segregation and is thought to occur when
distracting sounds are highly variable or are perceptually similar to target sounds (Durlach et
al., 2003; Lutfi, 1990). The distinction between energetic and informational masking is
readily appreciated in the case of a pure-tone detection task. When a pure tone is presented
in a background of wideband Gaussian noise, the detection threshold for the tone is elevated
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almost exclusively by energetic masking, since the noise is relatively static and has a very
different quality than the tonal signal. However, when the pure tone signal is presented in a
background of other tones that have random frequencies and levels, informational masking
occurs because the distracting sound is variable and has a tonal quality. Informational
masking of this sort produces a substantial decrement in detection performance, represented
by as much as a 40-dB threshold elevation in some conditions and in some listeners (Neff
and Callaghan, 1988; Oh and Lutfi, 1998).

Recent results from our laboratory suggest that informational masking in pure-tone detection
tasks is much greater in young children than in adults (Lutfi et al., 2003; Oh et al., 2001;
Wightman et al., 2003). Hall et al. (2005) report similar findings with complex tonal stimuli.
However, the degree to which these results generalize to speech stimuli has only recently
been demonstrated.

With a speech signal and speech distracter that overlap each other temporally and spectrally,
it is sometimes difficult to determine how much of the observed masking effects are
informational and how much are energetic. The clearest identification of the informational
masking effects of speech distracters is found in the work of Brungart and colleagues
(Brungart, 2001b; Brungart and Simpson, 2002a, b, 2004; Brungart et al., 2005, 2001). This
work shows that in certain tasks, in particular the Coordinate Response Measure (CRM) task
developed at the Air Force Research Laboratory (Bolia et al., 2000), nearly all of the
interference in speech target recognition produced by speech distracters is informational and
this interference can amount to an overall threshold shift of as much as 10 dB.

Children tested in the CRM paradigm appear to demonstrate much larger amounts of
informational masking than adults (Wightman and Kistler, 2005). For the youngest children
(ages 4–5 years) masking is more than 15 dB greater than in adults. A clear and monotonic
age effect is also observed, with children as old as 16 years still not performing at adult
levels. These results are generally consistent with other studies of children's speech
recognition with speech distracters (Fallon et al., 2000; Hall et al., 2002). Interpretation of
the age effect shown by Wightman and Kistler (2005) in terms of informational masking is
complicated by the many reports of higher energetic masking thresholds in children (e.g.,
Allen and Wightman, 1994; Allen et al., 1989; Schneider et al., 1989). However, it appears
to be the case that only the youngest children (i.e., preschoolers) produce markedly higher
masked thresholds (Allen et al., 1989; Schneider et al., 1989). For example, recent data from
our laboratory show that children older than about 6.5 years demonstrate adultlike detection
thresholds for a tone masked by wideband noise (Oh et al., 2001; Wightman et al., 2003).
Moreover, with a male target talker in the CRM paradigm, the switch from a male to a
female distracter produces an 8 -dB release from masking in all age groups tested, including
the adults (Wightman and Kistler, 2005). Differences in energetic masking between male
and female distracters cannot fully explain the 8-dB masking release (Brungart, 2001b).
Finally, an analysis of the errors made by the children suggested that the children confused
the distracter and the target; errors came primarily from the distracter message. If energetic
masking were involved, one might assume that target audibility would be decreased (see
also Brungart, 2001b) and that this would lead to random distributions of errors. Thus, we
argue that in the CRM speech task, the interference produced by the distracter is dominated
by informational masking in all age groups tested.

There are many aspects of everyday listening that may mitigate informational masking
effects. For example, spatial separation of the target signal from the distracters might be
expected to produce a significant release from informational masking, and a number of
experiments with adults confirm this expectation (Freyman et al., 2001; Freyman et al.,
1999; Helfer and Freyman, 2005; Kidd et al., 1998, 2005b). Unfortunately, initial research
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with children suggests a much smaller benefit of spatial separation (Hall et al., 2005;
Litovsky, 2005; Wightman et al., 2003).

In many real world listening situations, the listener has the advantage of being able to see the
target talker. It is well known that for adults integration of the information from the auditory
signal and the visual cues obtained from speechreading (lipreading) can provide a
substantial improvement in speech understanding in a background of noise (Sumby and
Pollack, 1954; Summerfield, 1979) or multitalker babble (Sommers et al., 2005). Recent
experiments on speech recognition in speech backgrounds suggest that integration of
auditory and visual sources of information (A/V integration) produces as much as a 10-dB
release from informational masking (Helfer and Freyman, 2005). For most listeners this
would mean the difference between understanding nothing and understanding everything.
Because speech recognition is such an important aspect of development in children, and
since children are often forced to listen to speech in noisy classroom environments where
informational masking may be especially troublesome, we view A/V integration as an
important topic to address in research on children.

It is important to note here that we use the term “A/V integration” to refer to the process
whereby a listener achieves some improvement in speech understanding by viewing a
simultaneous visual representation of the talker. However, as Grant and colleagues argue
(Grant, 2002; Grant and Seitz, 1998, 2000; Grant et al., 1998; van Wassenhove et al., 2005),
the benefit of combining auditory and visual cues is the result of at least two independent
processes, information encoding and information integration. Thus, individual differences in
A/V benefit, including age effects, might be the result of differences in either encoding or
integration or both. The experiments reported here do not permit us to disentangle the
separate contributions of the two processes. Nevertheless, consistent with many other reports
in the literature, we will continue to use the term “A/V integration” to refer to the end result
of both processes, and, where appropriate, we will discuss the encoding and integration
processes separately.

There have been several previous studies of A/V integration in children. Research on infants
clearly suggests that multisensory speech information is perceived. For example, Kuhl and
Meltzoff (1982) demonstrated that infants looked longer at a face, the movements of which
matched a speech sound, than at a face that did not match. Also, Rosenblum et al. (1997)
reported results suggesting that infants are influenced by the McGurk effect (McGurk and
MacDonald, 1976) whereby a given speech syllable is heard differently when presented
synchronously with a video of a talker speaking a different speech syllable. In another study
of a McGurk-like effect in infants, Desjardins and Werker (2004) showed that the effect is
much less robust than in adults. Finally, a recent report by Hollich et al. (2005) suggested
that infants might be able to segregate a target speech stream from a speech distracter if a
synchronized video display of the target talker were present.

Results from studies of somewhat older children suggest that, although A/V synchrony may
be perceived, A/V integration may not always be used to assist in auditory source
segregation. Research with preschool and school-aged children (Desjardins et al., 1997;
Kishon-Rabin and Henkin, 2000; Massaro, 1984; Massaro et al., 1986) reveals less A/V
integration in children than in adults. The lack of A/V integration in children is not
unexpected. For example, children are known to perform poorer than adults in tasks
requiring face-processing (Aylward et al., 2005; de Gelder et al., 1998; Doherty-Sneddon et
al., 2001; Mondloch et al., 2004; 2003; Schwarzer, 2000; Taylor et al., 2004). Additionally,
there are results which suggest that most children are relatively poor at speechreading
(Massaro, 1984; Massaro et al., 1986), a skill that is clearly necessary for A/V integration in
speech tasks. Finally, the “auditory dominance effect” is much larger in children (Monsen
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and Engerbretson, 1983; Napolitano and Sloutsky, 2004; Robinson and Sloutsky, 2004;
Sloutsky and Napolitano, 2003). Auditory dominance refers to the fact that when individuals
are presented with simultaneous auditory and visual stimuli, attention is captured by the
auditory stimulus.

Previous research on A/V integration, including that with infants and young children, has
focused on listening in quiet, so the extent to which the results might generalize to more
realistic noisy conditions is not clear. The purpose of the experiment described here is to
study A/V integration (and the resultant release from informational masking) in children of
various ages using a paradigm involving speech recognition in the presence of a speech
distracter. The Coordinate Response Measure task, used in previous research from our
laboratory (Wightman and Kistler, 2005), will be used here. This task has several
advantages. First, a large number of studies with adults (Brungart, 2001a, b; Brungart and
Simpson, 2002b, 2004, 2005; Brungart et al., 2001, 2005; Kidd et al., 2003, 2005a, b, c)
indicates that performance in the CRM task is dominated by informational masking. Second,
the amount of informational masking produced by the time-synchronized speech distracter
in the CRM task is large, so that release from informational masking is easily measured
(Arbogast et al., 2002, 2005; Wightman and Kistler, 2005). Finally, as shown in our own
study (Wightman and Kistler, 2005), reliable data revealing large amounts of informational
masking can be obtained from children as young as 4 years performing in the task.

II. Methods
A. Listeners

Ten adults and 23 school-aged children served as participants in this experiment. Four of the
adults and 16 of the children had also served (9 months earlier) as listeners in our previous
study using the CRM task (Wightman and Kistler, 2005). Children and adults were recruited
from the University of Wisconsin and University of Louisville communities. The adults
ranged in age from 18 to 31.9 years. For convenience in data interpretation, the children
were divided into three age groups: six in the 6–8.9-year group, seven in the 9–11.9-year
group, and ten in the 12–16.9-year group. All adults and children passed a 20 dB HL
screening for hearing loss at octave frequencies from 0.25 to 8 kHz. All children passed the
annual vision screening performed in their schools and no adult reported an uncorrected
visual deficit. The children were tested for middle-ear problems (routine tympanometry)
before the first session and again if necessary. None of the adults or children recruited was
excluded due to inability to perform the task. One 11-year-old child did not complete the
experiment due to scheduling difficulties.

B. Stimuli
Speech stimuli were taken from the corpus of high-quality, digitally recorded CRM stimuli
made available by Bolia et al. (2000). The corpus includes 2048 phrases of the form,
“Ready, call sign, go to color number now.” Eight talkers (four male, four female) are
recorded, each speaking 256 different phrases (eight different call signs, “baron,” “ringo,”
“tango,” etc.; eight numbers, 1–8; and four colors, red, white, green, blue). The target phrase
was always spoken by talker 0 (male) from the corpus, using the call sign “baron.” The
distracter phrases always used a different male talker (1–3), call sign, color, and number.
The distracter phrase used on each trial was chosen randomly with replacement from the
available phrases.

As a check on the extent of energetic masking, some of the younger children were tested
with a modulated noise distracter. The modulated noise was a speech-spectrum noise (long-
term spectrum derived from the CRM phrases) with a temporal envelope determined by one
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of the distracter phrases, randomly selected on each trial as with the speech distracters. The
envelope was derived by full-wave rectification and convolution with a 7.2-ms rectangular
window, exactly as described by Brungart (2001b).

The audio stimulus materials were produced digitally (CRM stimuli taken from the
distribution CD), converted to analog form (22 050-Hz sample rate) by a control PC, mixed,
amplified, and presented to listeners via calibrated Beyer DT990-Pro headphones. The target
and distracter phrases were time aligned on the distribution CD such that the word “ready”
for target and distracter phrases started synchronously. Because of small differences in
speaking rate and word length the durations of the phrases were slightly different.

The videos of the target talker (same talker as used for the target in the current experiment)
were recorded in the corner of a large anechoic chamber at the Air Force Research
Laboratory (Brungart and Simpson, 2005). The video was captured with a digital camera
(Sony Digital Handycam) located roughly 1.5 m in front of the talker, who stood in front of
a black, acoustically transparent background. The audio was recorded directly onto the
videotape. The talker was instructed to repeat each of the 32 possible target messages in the
CRM corpus (i.e., those with the target call sign “baron”) at a monotone level while keeping
his head as still as possible. Breaks were inserted between the CRM phrases to avoid any
effects of coarticulation between consecutive recordings. The resulting videotapes were
downloaded onto a PC where they were partitioned into individual AVI files for each of the
32 recorded phrases. Then a commercially available video editor (VirtualDub,
www.virtualdub.org) was used to crop the frames of the AVI files around the locations of
the talker's head, convert them from color to grayscale, and compress them into the Indeo
5.1 codec.

To produce the test stimuli for the current study, the original video tracks were individually
time aligned with the corresponding audio target message from the original high-quality
CRM audio corpus using custom MATLAB software. The audio track on the original
videotape was not used because of its rather poor quality. Initially, the high-quality audio
was inserted in place of the videotape audio such that the starting points of the two audio
tracks were the same. Since the same highly practiced talker was used for both recordings
this initial alignment was generally satisfactory. This was expected because this specific
talker had previously been described as “extremely consistent” (Brungart and Simpson,
2005). In some cases, to compensate for slight differences in the duration of pauses between
the original and the high-quality audio sentences, video frames were added (duplicates) or
deleted using the VirtualDub software until alignment seemed perfect. No modifications
were made to the audio files. No more than 2 frames were added to or deleted from the
video tracks at any single point. At the playback rate of 29 fps, this would amount to a time
shift of less than 70 ms, which is about equal to the adult threshold for detection of A/V
asynchrony (Grant et al., 2004; Lewkowicz, 1996). Thus, for the adults, potentially
detectable misalignments were probably rendered undetectable by the manipulation. Infant
asynchrony detection thresholds are much larger (Lewkowicz, 1996), so there is no reason to
expect that our child or adult listeners would perceive any misalignment of the audio and
video. To check for proper alignment, several lab personnel viewed the videos as they were
simultaneously presented with the audio. None reported a misalignment, although no formal
assessment of detectability was made. The final time-aligned video file and the
corresponding audio files (target and distracter) were combined into a single file (AVI
format) on a trial-by-trial basis using VirtualDub software.

All conditions involved trials in which a single target and single distracter were presented to
the listener's right ear. The overall level of the distracter in the target ear was held constant
for all conditions at approximately 65 dB SPL. The level of the target was varied randomly
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from trial to trial in order to obtain complete psychometric functions, percent correct versus
target/distracter ratio (T/D), from each listener. Depending on listener and condition the
target/distracter ratio (T/D) ranged from −35 to +15 dB (in 5-dB steps). Thus the highest
level of the target was 80 dB SPL.

C. Conditions
All listeners were tested in three conditions. In the video-only condition, no audio was
presented and listeners responded to the video alone. This condition allowed assessment of a
listener's untrained speechreading ability. Two other conditions were evaluated: the audio-
only condition in which only the audio target and distracter messages were presented, and
the audiovisual condition in which the audio was presented along with a simultaneous video
of the target talker saying the target message. Data from the video-only condition were
obtained in the first and last sessions. Data from the audio-only and audiovisual conditions
were obtained in all sessions with the two conditions alternated.

Approximately 6–8 months after the completion of the experiment, seven of the younger
listeners (four in the 6–8.9-year-old group and three in the 9–11.9-years-old group) were
tested in a condition identical to the audio-only condition but using a modulated noise
distracter. This condition, presumably involving mostly energetic masking, was included as
a test of our assumption that masking in the audio-only condition and the audiovisual
conditions was dominated by informational masking.

D. Procedure
Listeners sat in a sound-isolated room in front of a computer display. The display showed a
start button and 32 response buttons arranged in four colored matrices of eight buttons each,
numbered 1–8. For the conditions in which the video of the target talker was presented, a
box approximately 6 in. wide and 8 in. tall appeared in the center of the screen in which the
video could be seen. Individual trials were initiated by the listener by a mouse-click on the
start button. After hearing the phrases, the listener moved the mouse cursor to the matrix of
the heard color and clicked on the number corresponding to the heard number. No feedback
was given regarding the correctness of the response. The response method was identical in
the video-only condition. However, the listeners were told that they would see, but not hear,
the “baron” talker. They were instructed to “watch the man's face” and respond according to
what they thought the man said.

All participants completed a practice run of 30 trials listening to the target talker with no
distracter to assure perfect performance at five levels ranging from 45 to 65 dB SPL. Next
each listener completed a practice run of 60 trials in each of the audio-only and audiovisual
conditions followed by a practice run of 30 trials in the video-only condition. The practice
runs were used to determine the target-distracter (T/D) levels to be used for the test runs. In
the audio-only condition, the level of the target was varied randomly (five or six levels)
from trial to trial so that an entire psychometric function, from near perfect performance to
chance, could be estimated during each session. The levels were 5 dB apart so that a 20-dB
(five levels) or a 25-dB (six levels) range was covered. In the audiovisual condition all
listeners completed runs in which the levels were 5 dB apart. Listeners who performed well
above 50% correct at the lowest level were tested in one or more runs in which the levels
were 10 dB apart (covering a 50-dB range) to determine if performance had reached plateau.

Both children and adults were tested in 60 or 120 trial blocks in the audio-only and
audiovisual conditions and in 30 or 60 trial blocks in the video-only condition. Children
completed 240–300 trials in each of the audio-only and audiovisual conditions and 30–90
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trials in the video-only condition. Adults completed 120 trials in the video-only condition
and 480 trials in the other two conditions.

Seven children were tested in the modulated noise condition. These children completed 210–
240 trials in this condition, and, in the same session, an additional 180 trials in the audio-
only condition.

Testing was conducted over the course of several sessions. Sessions were approximately 1–2
h long for both children and adults. Frequent breaks during each session were encouraged.
Sessions were scheduled at the participant's convenience, usually once or twice per week.
Most listeners completed the experiment in two to four sessions. Listeners were paid $8/h
for their participation.

III. Results and Discussion
A. Data analysis

Although complete psychometric functions were obtained from the listeners in all
conditions, the irregular form of many of the functions led us not to fit them with a smooth
curve (e.g., logistic) and extract parameters of the fitted functions. The irregularity was
characterized in most cases by a plateau in performance at T/D ratios of between 0 and −10
dB. This plateau has been observed in several previous studies using both the CRM and
other paradigms (Brungart, 2001b; Brungart and Simpson, 2002b; Dirks and Bower, 1969;
Egan et al., 1954; Wightman and Kistler, 2005). Here we will present complete
psychometric functions.

Individual differences are large in informational masking studies, especially those involving
children (Lutfi et al., 2003; Oh et al., 2001; Wightman et al., 2003; Wightman and Kistler,
2005), so averaging must be done with caution. In a previous study involving similar
conditions (Wightman and Kistler, 2005), we argued that averaging produced psychometric
functions that were reasonable representations of the individual psychometric functions of
the members of the age group. The results described here show larger intersubject
differences so some individual psychometric functions will be discussed in addition to the
averages.

To quantify the release from informational masking provided by the simultaneous video
display, an “A/Vbenefit” score (Grant and Seitz, 1998) was computed for each individual.
The A/Vbenefit score is defined as

A/V and A are proportion correct recognition scores from the audiovisual and audio-only
conditions, respectively, averaged over T/D ratios of −15 to 0 dB where informational
masking is expected to be maximal. Thus the A/Vbenefit score reflects the difference between
the recognition scores in the audiovisual and audio-only conditions relative to the amount of
improvement possible given the audio-only score.

B. Audio-only condition
Figure 1 shows the data from individual listeners in each age group in the audio-only
condition. In the data from each age group, the dashed line represents mean performance. As
was the case in the previous study (Wightman and Kistler, 2005) individual differences are
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large. However, as before, we conclude that, in general, the mean psychometric functions
appear to represent fairly the general shape of the psychometric functions in each group. The
non-monotonicities (dips) in many of the individual functions (especially in the data from
the 12– 16-years olds) are not well captured by the mean. However, those non-
monotonicities are not statistically significant. Because of the limited amount of data at each
T/D ratio (less than 50 trials for the children) the confidence limits around each percent
correct value near the middle of the function are quite large, in some cases more than ±15%.

The audio-only condition in this experiment is nearly identical to the “monaural” condition
of our previous experiment (Wightman and Kistler, 2005). The only differences are
procedural: the stimulus levels in this experiment were presented randomly rather than in an
up-down staircase, and no feedback was given. Not surprisingly, since many of the same
listeners participated in both experiments, the mean data from this condition match well with
the mean data from the comparable condition of the previous experiment (Wightman and
Kistler, 2005). Figure 2 shows the two sets of mean psychometric functions (means
weighted according to the number of trials included for each listener at each T/D) with the
previous data age-grouped according to the current scheme. The only obvious difference is
the apparent lack of the performance plateau in the data from the adults and older children at
T/Ds from 0 to −10 dB. Although some individual listeners showed the plateau (Fig. 1), it
was not as common an observation in this as compared to the earlier study. It seems
reasonable to suggest that the use of the up-down staircase in the previous study may have
facilitated the use of the level-difference segregation strategy whereby even though the
target may be less intense than the distracter, it is still intelligible and can be recognized as
the “softer talker.” Random level presentation may not draw a listener's attention to this
strategy, since the target levels do not systematically increase and decrease. It is also
possible that the lack of feedback contributed to the apparent ineffectiveness of the level-
difference segregation strategy. However, it should be noted that the overall level of
performance was apparently not influenced by either the lack of feedback or the random
level presentation. Other than the lack of a performance plateau in the current data, the two
data sets are nearly identical.

In both data sets, and in our previous studies of informational masking with tonal stimuli
(Oh et al., 2001; Wightman et al., 2003), individual variability was greater in the
intermediate age groups than in either the adult group or the youngest group of children.
This is inconsistent with data from other detection and discrimination studies from our
laboratory in which variability is highest in preschoolers (Allen and Wightman, 1994, 1995;
Allen et al., 1989). However, it seems plausible that the non-monotonic change in variability
could result from the developmental course of selective attention strategies. Attentional
strategies for dealing with informational masking may not develop until the early school
years, and then develop at different rates in different children. Supporting this view are the
results of several studies (e.g., Geffen and Sexton, 1978; Geffen and Wale, 1979; Sexton and
Geffen, 1979) which suggest that strategies for focusing attention do not begin to develop
until about age 7 and continue to develop until the teenage years. Gibson (1969) argued that
selective attention develops as a consequence of perceptual learning. If so it is reasonable to
expect different rates of development in different children since each child's individual
environment would play an important role in perceptual learning.

Figure 3 shows the data from the seven children who were tested with the modulated noise
distracter and retested in the audio-only condition. Note that in each case, performance with
the noise distracter was substantially better than with the speech distracter, amounting to a
shift in the psychometric function of about 10 dB for all but one listener. In other words, the
noise (presumed to be an energetic masker) was 10 dB less effective as a masker than the
speech, supporting the view that masking in this experiment was dominated by
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informational masking. Figure 3 also shows that, for all but one listener, the retest
performance in the audio-only condition was the same as in the original test. One listener
(LBV) improved considerably at T/D ratios less than 0 dB; the performance plateau at T/D
ratios between 0 and −10 dB improved by about 35%, reflecting much more adultlike
performance (see Fig. 2). Also, note that the mean adult data from Brungart's modulated
noise condition (Brungart, 2001b) are nearly identical to the modulated noise data from the
seven children tested here (lower right panel of Fig. 3). This suggests that in the CRM task,
children do not show substantially more energetic masking than adults.

C. Video-only condition
Figure 4 shows a scatterplot of the scores in the video-only condition as a function of age.
The individual differences in listeners' abilities to speechread in this experiment are striking.
Among the adults, some scored as high as 85% but most were a bit lower. The lowest score
in the adult group was about 48%. This result is consistent with that reported recently by
Brungart and Simpson (2005) who also used the CRM task. Although there is an obvious
age effect, with the younger children showing relatively poorer speechreading abilities, even
among the youngest children (group median score of 10.8%) there is one who scored 80%.

Large individual differences in speechreading ability are common. Watson et al. (1996)
reported a range of scores from 50 subjects on a CID sentence test of speechreading from
4% to 87% total words correct (mean 37%; sd 17%). In a study of the speechreading ability
of 60 undergraduates on a sentence test, Yakel et al. (2000) reported a mean score of 51%
correct keywords reported with a standard deviation of 12 keywords. This suggests that
more than 30% of the subjects had scores below about 39% or above 63%. These are but
two examples of the results of the many experiments on speechreading in normal-hearing
adults that show large individual differences [see Campbell et al. (1998) for a review of the
classical work].

Individual differences in speechreading ability are also large in children. In one relatively
recent study, Lyxell and Holmberg (2000) obtained a range of scores from 0% correct to
41% correct on a sentence test administered to 23 normal-hearing children. These results are
consistent with those from the classic studies of children's speechreading reported by
Massaro (1984; Massaro et al., 1986) and demonstrate not only large individual differences
but a level of speechreading proficiency that is generally lower in children than in adults.
Both of these features of previous data can be seen in the data shown in Fig. 4.

D. Audiovisual condition
Figure 5 shows the individual performance of all listeners in the audiovisual condition. In
the data from each age group, the dashed line represents mean performance. The data from
the listener in the youngest group who performed much better than all the others were not
included in the computation of the mean. This is the same listener who produced a video-
only score of 80%. As was the case in the audio-only condition, large individual differences
are evident in the data shown in Fig. 5, especially in the age 12–16.9-year group.

Mean psychometric functions from the audiovisual condition are plotted in Fig. 6. This
figure also shows the mean functions from the audio-only condition and the mean
speechreading scores. This figure clarifies the general developmental course of audiovisual
integration and release from masking. The results suggest that on average there is no A/V
release in children up to age 9, very little in children from 9 to 11.9, and much more in older
children and adults. However, it seems clear that except for a few children in the age 12–
16.9-year group, adultlike A/V integration and release from masking are not seen until the
later teenage years. One should not expect much A/V integration when video encoding is
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lacking, as in those listeners who scored poorly in the video-only condition. Unfortunately,
the current experiment does not allow us to identify whether a low A/Vbenefit score is a
result of poor encoding, poor integration, or both.

Figure 6 suggests a strong relationship between A/V release from masking and
speechreading ability, both of which increase with age. Recall that Fig. 4 shows the
speechreading score for each participant as a function of age. Figure 7 shows the A/Vbenefit
score for each participant as a function of age. The correlation between A/Vbenefit and age is
0.74. However, when speechreading score is factored out, the correlation of A/Vbenefit and
age is only 0.03. The lack of correlation suggests that the age dependence we see in A/
Vbenefit is almost entirely a result of the age-related changes in speechreading ability, which
probably reflects age-related changes in the encoding of the visual information in speech.
However, this does not imply that A/Vbenefit is determined only by speechreading ability.
When the variance due to age is controlled, the correlation between A/Vbenefit and
speechreading is 0.65, implying that other factors contribute to A/Vbenefit. Thus, these data
alone do not provide strong support for an age-related change in the ability of a listener to
integrate auditory and visual information. This conclusion is identical to that reached by
Sommers et al. (2005) in their study of younger and older adults.

Although interpreting data from individual participants is almost always problematic, there
is one individual in this study who produced data that have very suggestive features. The
data from this individual, a 7-year-old child, are shown in Fig. 8. The speechreading (video-
only condition) score for this child was 80%, thus considerably better than any of the other
children and on a par with scores from the adults. If speechreading were the sole
determinant of A/V release from informational masking, we would expect a large A/V
release from this individual. However, as the data show, the impact of the added video in the
audiovisual condition was modest, producing about a 4–5-dB shift in the psychometric
function. The A/Vbenefit score for this individual was only 0.35. Note that in the case of
adults, for whom the mean speechreading score was almost 80%, the mean A/Vbenefit score
was 0.65, and the lower end of the psychometric function in the audiovisual condition
asymptotes at the speechreading score (Fig. 6). However, for the 7-year-old with an 80%
speechreading score, the lower end of the psychometric function did not asymptote,
suggesting a different strategy of combining the audio and video information. For this
individual one might hypothesize that encoding of the video information was quite good, but
integration of auditory and video information was less than optimal.

Given the importance of speechreading revealed by our data, we might speculate that
speechreading training of young children may increase the release from informational
masking they can achieve in everyday listening situations. The results from the study
reported by Massaro et al. (1993) support this suggestion. In that study, speechreading
training of adults on syllables, words, and sentences significantly improved A/V speech
perception.

The results reported here do not permit a determination of the extent to which A/V
integration reduced only informational masking. Many previous studies have reported an A/
V benefit for adults recognizing speech targets in noise backgrounds (see, for example,
Grant, 2002; Grant and Seitz, 1998; Grant et al., 1998; Sommers et al., 2005; Sumby and
Pollack, 1954). Our results are generally consistent with the previous findings. However,
since noise was used as the masker in the previous studies, the contribution of informational
masking in these studies was probably minimal. In our experiment, informational masking
was dominant. Given the conditions studied here, we cannot provide independent measures
of A/V release from energetic and informational masking.
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A recent study of informational masking reported by Helfer and Freyman (2005) shows an
A/V release of almost 10 dB with a two-talker distracter. This is quite similar to the extent
of A/V release we report here (Fig. 6) with adult listeners. There are no previous studies of
which we are aware on A/V release from informational masking in children.

IV. Conclusions
A/V release from informational masking was measured in 23 children and 10 adults using a
task requiring recognition of a target speech message in the presence of a single speech
competitor. As observed in previous studies, the adults tested here achieved a large release
from informational masking in the task as a result of watching a video of the target talker
during the task. The effect was largest at the lowest T/D ratios; at T/D=−20 dB, the video
produced a mean increase of about 40% in the recognition score.

The youngest children obtained very little benefit from the video. This was at least in part a
result of the fact that their speechreading scores were low. Obviously, to achieve a benefit,
visual information must first be encoded, and with such low speechreading scores, there is
little evidence that the youngest children were encoding information from the video. As
mentioned earlier, several previous studies have also shown that children produce low
speechreading scores (Lyxell and Holmberg, 2000; Massaro, 1984; Massaro et al., 1986).
The results of one particularly intriguing study (Doherty-Sneddon et al., 2001) suggested
that in some tasks looking at a face would actually interfere with a child's ability to attend to
an auditory message.

Children in intermediate age ranges obtained a smaller but potentially useful release from
informational masking with the video. In the 12–16-years-old group, the improvement at a
T/D of −20 dB was about 30%, although individual differences were large. The dependence
of the extent of release from informational masking on age was a result of the strong
association of age and speechreading ability.
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FIG. 1.
Psychometric functions for individual listeners in the audio-only condition of the CRM
speech recognition task. The four panels show data from listeners in the four different age
groups. The different symbols in each panel represent different listeners. The mean
psychometric function in each group is shown by the dashed line. The mean excludes data
from the one “outlier” in the 6–9.9 years age group whose data are represented by open
stars.

Wightman et al. Page 16

J Acoust Soc Am. Author manuscript; available in PMC 2010 April 23.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



FIG. 2.
Mean psychometric functions in the audio-only condition of the CRM task for listeners in
each of the four age groups. Data from the current study (excluding that from the “outlier”
shown in Fig. 1) are represented by open symbols and data from the previous study
(Wightman and Kistler, 2005) by filled symbols. The error bars represent 95% confidence
intervals for the mean.
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FIG. 3.
Individual psychometric functions from seven children tested with modulated noise as a
distracter (audio-only) and retested with the speech distracter. The original data obtained
with a speech distracter are labeled “Speech 1” and the retest data are labeled “Speech 2.”
The bottom right panel shows all the individual modulated noise functions along with the
data obtained in a similar condition by (Brungart, 2001b). Brungart's data are plotted as
stars.
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FIG. 4.
Speechreading scores (video-only condition) for all listeners in the current study plotted as a
function of age. The circled symbol represents the score for the young listener whose data
were excluded from the mean computations shown in Figs. 1, 2, 5, and 6. The correlation
listed in the inset is a Spearman r, computed with the data indicated by the circled symbol
removed.
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FIG. 5.
Same as Fig. 1, except here the individual psychometric functions are from the audiovisual
condition.
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FIG. 6.
Mean psychometric functions in the audio-only condition (open symbols) and the
audiovisual condition (filled symbols) of the CRM task for listeners in each of the four age
groups. Solid horizontal lines show mean performance in the video-only condition. The
error bars and dashed lines represent 95% confidence intervals for the mean.

Wightman et al. Page 21

J Acoust Soc Am. Author manuscript; available in PMC 2010 April 23.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



FIG. 7.
A/VBenefit scores for all listeners in the current study plotted as a function of age. The
circled symbol represents the score for the young listener whose data were excluded from
the mean computation shown in Figs. 1, 2, 5, and 6. The correlation listed in the inset is a
Spearman r, computed with the data indicated by the circled symbol removed.
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FIG. 8.
Same as Fig. 5 except this figure includes only the data from the 7-years-old who performed
better than the others in the same age group. This is the listener whose data were excluded
from the mean computation shown in Figs. 1, 2, 5, and 6.
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