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Abstract
Objective—Experiments to study voice quality have typically used rating scales or direct
magnitude estimation to obtain listener judgments. Unfortunately, the data obtained using these
tasks is context-dependent, which makes it difficult to compare perceptual judgments of voice
quality across experiments. The present experiment describes a simple matching task to quantify
voice quality. The data obtained through this task was compared to perceptual judgments obtained
using rating scale and direct magnitude estimation tasks to evaluate whether the three tasks
provide equivalent perceptual distances across stimuli.

Methods—Ten synthetic vowel continua that varied in terms of their aspiration noise were
evaluated for breathiness using each of the three tasks. Linear and nonlinear regression was used
to compare the perceptual distances between stimuli obtained through each technique.

Results—Results show that the perceptual distances estimated from matching and direct
magnitude estimation task are similar, but both differ from the rating scale task, suggesting that
the matching task provides perceptual distances with ratio-level measurement properties.

Conclusions—The matching task is advantageous for measurement of vocal quality because it
provides reliable measurement with ratio-level scale properties. It allows the use of a fixed
reference signal for all comparisons, thus allowing researchers to directly compare findings across
different experiments.
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I. INTRODUCTION
Voice quality is essentially a perceptual construct and obtaining listener judgments of
quality is an integral part of voice quality measurement for research and clinical purposes.
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As with any other psychophysical task, it is necessary to obtain sensitive and reliable
judgments of voice quality in order to develop a model for its perception. However, the
methods used to study voice quality have often failed to take advantage of a vast body of
knowledge in psychophysics. In this work, we attempted to address some of the
shortcomings of contemporary methods to study voice quality using techniques described
for other psychophysical research.

The vast majority of experiments to study voice quality obtain listener judgments using a
rating scale task. Two commonly used variations include the use of an n-point rating scale or
a continuous line in a “visual-analog” format. Additionally, most of these experiments use
an unanchored experimental design where listeners are required to make their judgments
based solely upon their experiences and memory, rather than using a “standard” reference
stimulus for the purpose of comparison. A very limited number of experiments have used
techniques such as direct magnitude estimation (1,2) and matching (3,4) to obtain perceptual
judgments of voice quality.

A major limitation in using rating scales is the high variability in listener judgments, both
within and across listeners. For example, Kreiman, Gerratt, Kempster, Erman, and Berke (5)
showed that rating scale judgments for an individual voice stimulus could span the entire
range of a 7-point rating scale. The variability in rating scale estimates was greatest for
stimuli with an average rating in the middle of the scale and less at the two extremes. Such
variability in perceptual judgments on a rating scale task is encountered in virtually all kinds
of perceptual judgments. This finding has been addressed by several researchers who have
proposed different approaches to explain such observations (e.g., 6–8). These approaches
also allow experimenters to design perceptual tests in ways that account for the variability in
perceptual judgments. For example, Shrivastav, Sapienza, and Nandur (9) were able to show
that inter-listener variability in rating scale estimates of voice quality were minimized when
multiple ratings of a stimulus were averaged and standardized. Therefore, although the
variability in voice quality ratings poses many challenges in everyday situations (such as in
a voice clinic), the variability in listener judgments can be minimized in an experimental
setup as long as the experimental procedures are well designed and controlled.

Nevertheless, psychophysical scaling data obtained using rating scales has additional
limitations. One problem relates to the level of measurement obtained when listeners are
asked to make perceptual judgments on a rating scale. In the common parlance of voice
quality research the use of n-point rating scale has often been referred to as an “equal
appearing interval” (EAI) scale, suggesting that the data obtained in these experiments is
made on an interval scale (i.e. each unit on the scale is perceptually equidistant from its
neighboring units). Such a conclusion necessitates two basic assumptions. The first
assumption is that listeners are able to perform an additive operation when making
subjective judgments for voice quality. In other words, it assumes that listeners are able to
evaluate the voice quality of samples in terms of constant-perceptual distances from
neighboring stimuli. Thus, if a voice is rated as a “3” on a 7-point rating scale, it implies that
this voice is equally different from voices rated as “2” or “4” on the same scale. Secondly,
an EAI scale further necessitates that listeners are aware of the total range of variation
represented by the test stimuli and that they are able to effectively divide this range into
subjectively equal categories. However, there is little evidence to support either of these
assumptions in voice quality research. Indeed, considerable research has shown that listeners
are not very good at describing prothetic continua using an interval scale (10; however, see
also 11 for a different perspective). Hence, the utility of rating scales in the measurement of
voice quality may be questionable (2). Indeed, in much of psychophysical research, a true
EAI rating scale is achieved only if successive items on the rating scale are somehow
determined to be perceptually equidistant from its neighbors (for example, as reported by
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12). However, this intermediate step has seldom been addressed in voice quality research,
further questioning the “equal-appearing interval” nature of the data thus obtained.
Therefore, until further evidence about the equal –interval nature of rating scale data is
obtained, it is best to treat the ratings as being ordinal in nature (9). If certain assumptions
regarding the distribution of this ordinal data are met, then additional statistical
computations may be used to estimate interval-level information from the same ordinal data
(see 7 for further explanation of this computation).

The first of the two problems described above has been addressed in great detail by Stevens
(10,13). His solution to the problem was to use a direct magnitude estimation task, where
listeners are asked to judge ratios of sensation (instead of intervals) and to use a virtually
unlimited range of numbers, including fractions, to describe the magnitude of sensation for
prothetic continua. This method has been successfully used to study many different
perceptual continua, resulting in a power function between the physical and perceptual
magnitude of the stimulus known as Steven’s Law. Although the exponent of the power
function shows considerable variability across different types of perceptual continua,
Stevens (10) argues that it suggests the general form in which physical stimuli may be
mapped to a psychological sensation. Since the goal of the present work is to understand
how a physical signal (the voice) is related to a psychological construct (its quality), we may
assume that a direct magnitude estimation also may be useful for the study of voice quality
perception

However, the direct magnitude estimation task is not without its own limitations. One
problem seen in both direct magnitude estimation and rating scale tasks is that listener
responses are highly dependent on the context. For example, perceptual judgments on these
tasks are biased significantly by factors such as the number of stimuli tested in an
experiment, the perceptual range of the attribute being studied, the frequency of occurrence
of different stimuli, etc. (7,8,11). This poses a significant hurdle because the results from
one experiment cannot be directly compared to that of another. Since each experiment may
use a different number of stimuli, often with a different range and frequency of the attribute
under study, the associated contextual variability is difficult to identify and take into
account. This makes it difficult to generate an appropriate model for voice quality
perception based on magnitude scaling or rating scale data, since the results from either
experiment may fail to generalize to a new set of data.

Direct magnitude estimation, and Steven’s Law itself, are not without other criticisms as
well. Poulton (11) has described a number of factors that bias listener judgments made in a
direct magnitude estimation task. These include, for example, the logarithmic response bias,
centering bias, contraction bias, etc. Many of these biases result from how listeners use
numbers to reflect the magnitude of sensation. However, since one cannot directly access the
magnitude of a sensation, the use of numbers often cannot be avoided. Nevertheless, certain
steps can be taken to minimize the effects of such bias and to obtain perceptual judgments
that are less influenced by factors such as the context, range- and frequency- effects, etc.
One approach to minimize such errors is to use a matching task to obtain perceptual
judgments. This provides listeners a standard against which all comparisons can be made,
thereby minimizing many biases associated with rating scale and the direct magnitude
estimation tasks.

In a matching task, listeners are asked to manipulate a common reference signal to match the
magnitude of one attribute of a test stimulus. For example, the loudness of a test sound may
be judged by manipulating the sound pressure level of a 1 kHz tone until it is perceived to
have the same loudness as the test stimulus. The SPL of the 1 kHz tone then serves as a
measure of loudness (measured in units called “Phons”). Although both stimuli in this
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example use the same sensory modality (within-modality matching), the same comparison
can be made across two different sensory modalities as well (cross-modality matching). For
example, observers may judge the loudness of a sound by manipulating the intensity of a
light. In both cases, the reference signal acts as a yardstick that listeners can use in making
perceptual judgments of the test stimuli. Using the same yardstick to obtain perceptual
judgments for different stimuli, across different listeners and even across different
experiments can help minimize many of the biases that plague ratings scale or direct
magnitude estimation data. For these reasons, matching tasks are often the preferred method
for measuring psychophysical continua and have been successfully used to study many
different perceptual phenomena.

A matching task has also been used to study voice quality. In a series of experiments
published over the last decade, Kreiman, Gerratt, and their colleagues have proposed a
method to study voice quality using a novel matching task (3,4,14). In this approach, they
ask listeners to manipulate one or more parameters of a specially designed speech
synthesizer until the quality of the synthesized speech sample matches that of the test
stimulus. The settings of the synthesizer are then assumed to quantify the magnitude of the
quality being studied. While the general approach taken by Kreiman and colleagues has
many similarities with the traditional matching tasks used in psychophysics, some key
differences remain. Primarily, this matching technique allows listeners to vary multiple
parameters of the vowel acoustic signal until a desired perceptual match in quality is
obtained. In contrast, most psychophysical research has used a reference signal that can only
vary along a single physical dimension, making it significantly easier to compute perceptual
distances between various test stimuli. This difference in methodology likely reflects a
somewhat different goal between the two approaches. The primary aim of Kreiman and
colleagues in using a matching task has been to achieve a high degree of agreement across
listeners judging voice quality. In contrast, most psychophysical experiments that use
matching tasks focus on finding unbiased perceptual distances between stimuli. These
experiments are less concerned with exact agreement across listeners because these typically
assume some variability in behavioral responses to be inevitable and model the overall
response by studying the central tendency of its distribution.

In the present research we sought to compare three methods for obtaining perceptual
judgments of voice quality - a standard matching task, a direct magnitude estimation task,
and rating scale task. The objective for this comparison was to determine whether a
matching task would result in the same perceptual distances between stimuli as the direct
magnitude estimation and/or the rating scale task. The search for an appropriate method to
obtain perceptual data has been necessitated by the observation that, as with other
psychophysical judgments, perceptual distances of vocal quality estimated using a rating
scale are highly context-dependent. This has an adverse effect on any attempt to generate a
model for voice quality perception. Unlike Kreiman et al. (5), this research is not intended to
address individual variability in the absolute magnitude of individual judgments. In our
approach, this variability is modeled as noise and addressed through averaging and, if
necessary, standardizing multiple judgments of each stimulus (for example, 9).

II. METHODS
A. Listeners

Twenty-five listeners (mean age: 22 years) were recruited to participate in this study.
Listeners participated in one of three listening tasks – a rating scale task, a direct magnitude
estimation task, or a matching task. Five listeners participated in multiple tasks resulting in a
total of 10 listeners in each task. Since the three tests were separated by a period of at least
three months, practice effects for these listeners, if any, are likely to be negligible. All
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participants were native speakers of American English and had normal hearing bilaterally
(air-conduction pure-tone threshold below 20 dB HL at 250 Hz, 500 Hz, 1000 Hz, 2000 Hz,
and 4000 Hz; 15). All participants were students from either the Department of
Communication Sciences and Disorders (CSD) or the Program in Linguistics at the
University of Florida. Students with the Linguistics Program were required to have taken at
least one class in CSD. This selection criterion was used to identify listeners with a
relatively equal exposure and training in listening to breathy voice quality. Listeners were
paid for participating in the experiment.

B. Stimuli
Ten samples of the vowel /a/ (5 male, 5 female), each 500-ms in duration, were synthesized
using a Klatt- synthesizer (Sensimetrics Corporation) with the LF-model (16) as the glottal
excitation source. The parameters used to synthesize these voices were based on naturally
occurring voices selected from the Kay Elemetrics Disordered Voice Database. Each of
these vowel samples is henceforth referred to as a talker. These talkers were selected using
stratified sampling from a pilot experiment to ensure selection of voices that represented a
wide range of breathiness in the Kay Elemetrics Disordered Voice database. The aspiration
noise level (AH) was systematically manipulated for each of these ten talkers to obtain ten
stimulus continua varying in breathiness. AH was selectively modified because a number of
experiments have found the relative aspiration noise level to be the primary cue for
breathiness (17–19).

The range of AH used to generate each stimulus continua was determined in a pilot
experiment. First, 17 versions of each synthetic vowel were generated. These were identical
in all respects except for their AH, which ranged from 0 dB to 80 dB in 5 dB steps. This
range of AH represents the maximum permissible range of the synthesizer. A pilot listening
test was conducted where three listeners were asked to judge each stimulus as being
“natural” or “synthetic”. The range of AH that resulted in the perception of “natural” stimuli
at least 2/3 of the time was determined for each vowel sample. This range of AH was used to
create the stimuli tested in this experiment.

The range of AH obtained for each talker was divided into ten equal perceptual steps,
thereby resulting in a continuum of 11 tokens varying in AH, Thus, a total of 110 stimuli
were generated for this experiment (10 talkers X 11 stimuli per talker). The parameters used
for generating these stimuli are shown in Table I. Finally all stimuli were shaped to have rise
and decay times of 10 ms and were scaled to have equal RMS energy. A gradual onset and
offset were needed to avoid a click when these stimuli are played during listening
experiments. The RMS energy of all stimuli was equated to minimize loudness differences
between stimuli in order to reduce any bias in perceptual judgments of breathiness arising
from differences in loudness.

C. Procedures
All listeners were tested individually in a single-walled, sound-treated room. In each of the
three tasks, all stimuli were presented monaurally in the right ear at 75 dB SPL using the
RP2 processor (Tucker-Davis Technologies, Inc.) with ER-2 (Etymotic, Inc.) ear inserts.
The stimuli were not presented binaurally or diotically to avoid any binaural interaction
effects. Such effects are not easily modeled by loudness models which have previously been
used to predict breathiness from a vowel acoustic signal (19). All experiments were
controlled automatically through the software, SykofizX (Tucker-Davis Technologies, Inc.).
Listeners made their responses using a computer monitor and keyboard. The test procedures
for the three perceptual tasks were as follows.
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1. Rating scale task
The rating scale task was completed using the procedures described by Shrivastav et al. (9).
This task consisted of rating ten blocks of stimuli. Each block included five repetitions of
each stimulus from a single talker. Listeners were asked to rate the severity of breathiness
for each stimulus using a 7-point scale, where “1 = minimal breathiness” and “7 = maximum
breathiness.” No definition of breathiness was provided to the listeners. The order of stimuli
within each block and the order of the blocks were randomized across listeners. Listeners
were provided a short (3–5 minute) break periodically to maintain optimum level of
attention and to minimize fatigue. The rating task was completed in a single 1-hour session.

2. Direct magnitude estimation task
The direct magnitude estimation task also consisted of 10 blocks of stimuli. As in the rating
task, each block consisted of five repetitions of each stimulus from a single talker
continuum. Listeners estimated the breathiness of each stimulus using a number between 1
and 1000. It was specified that the numbers should represent the ratio of breathiness across
samples. For example, a stimulus perceived to be twice as breathy as the previous stimulus
would have to be given double the score. No anchor was provided and breathiness was not
defined for the listeners. The order of stimuli within each block and the order of the blocks
were randomized across listeners. Once again, listeners were tested in a single 1-hour
session.

3. Matching task
In the matching task, listeners heard pairs of stimuli and were asked to determine whether
the breathiness of a reference stimulus was lesser or greater than that of the test stimulus. In
a classical psychoacoustic matching task, the signal presented first is the one being
evaluated and is referred to as the standard. This is followed by a second stimulus that
listeners can manipulate systematically. This stimulus is called the signal. Listeners are
allowed to vary some aspect of the signal until they find the signal and the standard to be
perceptually equal in terms of the attribute under study. In keeping with this notation
scheme, the matching task described here presented listeners two stimuli in each trial.
Listeners first heard the talker stimulus being evaluated for breathiness (henceforth called
the standard). This was followed by a reference stimulus (henceforth called the signal).
Listeners were required to decide whether the signal was more breathy or less breathy than
the standard. If the signal was perceived to be more breathy than the standard, then the
signal-to-noise ratio (SNR) of the signal was increased. However, if the signal was
perceived to be less breathy than the standard, then the signal SNR was decreased. This
process was repeated until the listener perceived both the signal and the standard to have
equal breathiness. When a perceptual match in breathiness was obtained, listeners responded
by clicking on a button marked “equal breathiness.” The SNR of the signal at which it was
perceived to have the same breathiness as the standard was used as a measure of breathiness
of the standard.

The matching task only tested five of the eleven stimuli from each talker. Fewer stimuli
were tested because, (i) this task typically required a longer test time than the rating scale
and direct magnitude estimation tasks and, (ii) an analysis of the data obtained using the
rating scale and direct magnitude estimation tasks had shown little difference in the
magnitude of breathiness for the first few stimuli in most (8 out of 10) stimulus continua.
The signal always consisted of a sawtooth wave mixed with a broadband noise at a known
SNR. However, both the sawtooth and the noise were customized for each talker – the
sawtooth was generated to match the fundamental frequency and spectral slope for each
talker and the broadband noise was generated by filtering white noise to match the overall
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spectral slope for the sawtooth stimulus. Such customization of the signal resulted in similar
pitch and loudness for the signal and standard stimuli.

Each standard was tested eight times (each test is called a run). Four of these runs were
initiated with the signal at a very high SNR, so that it was less breathy than the standard
(ascending run). The remaining four runs were initiated with the signal at a low SNR, so
that it was perceived to be more breathy than the standard (descending run). The order of
ascending and descending runs was interleaved. Psychophysical research on the Method of
Limits and the Method of Adjustment has shown that the initial value influences the
perceived threshold (20). A commonly used technique to counter this effect is to average the
thresholds obtained through an equal number of ascending and descending runs, as
performed in this study (e.g. 21–24). Hence, the SNR at which the signal and standard were
judged to have equal breathiness for each of these eight runs were averaged to calculate the
SNR threshold (SNRTH) for that voice. The SNRTH for each standard was used as a measure
of its breathiness. The matching task was completed in ten blocks, each consisting of four
ascending and four descending runs of a single voice continuum. The order of the blocks
and the order of standards within each block were randomized across listeners. Listeners
were provided a short (3–5 minute) break after each block to maintain optimum level of
attention and to minimize fatigue.

Listeners were first given a short training session to become accustomed to the type of
judgments they would be making. The goal of this training was to familiarize listeners with
the task and to emphasize to listeners that they should be attending to breathiness and not
other features of speech. Natural samples of the vowel /a/ and three sentences from different
talkers were selected as stimuli for this training from a large database of disordered voices.
The experimenter randomly selected and played two of these voices over computer speakers,
to represent the stimulus presentation in the matching task. Some of these pairs varied in
breathiness and others varied in pitch. Listeners were reminded multiple times to judge
breathiness and not pitch. Subjects were informally asked if they could perceive the
difference in breathiness between the two stimuli, to mimic the type of decision listeners
would have to make in the matching task. No feedback was provided. Both the practice and
test portions of the matching task were completed in three to four, 1-hour to 1.5 hour
sessions within a two-week period.

III. RESULTS
A. Reliability

Intra-judge and inter-judge reliability were measured for each of the three tasks using
Pearson’s correlation coefficient. Reliability for the direct magnitude estimation judgments
was calculated on the logarithmic transform of the absolute magnitude estimates because
these judgments are assumed to be made on the ratio scale. Intra-judge reliability for the
rating scale and the direct magnitude estimation judgments were determined by calculating
the Pearson’s correlation between each of the five judgments made by listeners. Recall that
all eleven stimuli from each talker were tested in the rating scale and direct magnitude
estimation tasks, but only five of the eleven stimuli were tested in the matching task. In
order to compare data across the three tasks, the correlations reported here were computed
using only those five stimuli from each talker that were used across all three experimental
tasks. The average Pearson’s correlation was 0.88 (standard deviation or SD: 0.04) and 0.79
(SD: 0.10) for the rating scale and direct magnitude estimation tasks, respectively. Intra-
judge reliability for the matching task was measured by calculating the Pearson’s correlation
between the SNRTH for the eight runs of each stimulus by each listener. The average intra-
judge correlation across listeners was 0.95 (SD: 0.02). A one-way ANOVA was performed
to determine whether the mean intra-judge reliability obtained used the three tasks were
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statistically different. A significant main effect was found (F(2,27) = 16.178; p < 0.001).
Post-hoc comparisons using the Bonferroni correction, showed that intra-listener reliability
for the rating scale and matching participants were significantly higher than the reliability of
the magnitude estimation participants (p = 0.011 and p < 0.001, for the rating scale and
matching tasks, respectively). On average, the intra-rater reliability for matching was
slightly greater than that for the rating scale task, but these difference were not statistically
significant (p = 0.057).

Inter-judge reliability for the rating scale data, log direct magnitude estimation data, and
matching judgments were determined by calculating the Pearson’s correlation coefficient
between the average judgments among the 10 listeners. The averages were 0.87 (SD: 0.02),
0.60 (SD: 0.18), and 0.97 (SD: 0.01), for the rating, direct magnitude estimation and
matching tasks, respectively. Once again, these numbers were computed using only those
stimuli that were used across all three tasks. A one-way ANOVA was performed to
determine whether the inter-judge reliability differed significantly among the three tasks. A
significant main effect was found (F(2,27) = 34.409; p < 0.001). Post hoc comparisons using
the Bonferroni correction showed a significant difference in inter-judge reliability between
the matching and magnitude estimation measures (p < 0.001) and the rating scale and
magnitude estimation measures (p = 0.001). The mean inter-judge reliability between the
matching and rating scale tasks was not statistically significant (p = 0.114). The somewhat
poor inter-judge reliability for the direct magnitude estimation task is biased by one listener
who showed poor correlation with the judgments of all other listeners (average correlation:
0.14; SD: 0.18). If data from this listener is discarded from the analysis, the average inter-
judge reliability increases to 0.71 (SD: 0.07). The average intra-judge and inter-judge
reliability for each of the three tasks are summarized in Table II.

B. Comparing perceptual distances obtained from the matching and the direct magnitude
estimation tasks

The perceptual judgments of breathiness obtained from the matching and the direct
magnitude estimation tasks were compared using linear and nonlinear regression to
determine whether the two tasks provided equivalent perceptual distances amongst stimuli
within each talker. For this purpose, the average log magnitude estimates and average
matching judgments were obtained for five stimuli from each talker. The average magnitude
estimates for each stimulus was computed by taking the arithmetic mean of the base-10
logarithmic transform of all judgments for that stimulus. The average matching judgment for
each stimulus was computed by taking the arithmetic mean of all judgments (ascending and
descending runs) for that stimulus. Since the SNRTH was measured on the decibel scale, a
further logarithmic transformation was not necessary. Larger SNRTH indicate less
breathiness in the matching task. In contrast, larger magnitude estimates signify greater
breathiness. The averaged perceptual judgments obtained using the two tasks were
compared, and the results are shown in Figure 1.

Three different regression functions – linear, exponential, and power – were derived to fit
the perceptual data obtained from the two tasks. The proportion of variance accounted for
(R2) by each of the three fits was computed to determine the best-fitting model. The results
are summarized in Table III. It can be seen that the R2 for the linear regression models
provided the best fit for eight of the ten talkers (Males 1, 3, 4, and 5; Females 1, 3, 4, and 5).
Data for one talker (Male 2) were best fit using a power function, whereas data from one
talker (Female 2) was best described using an exponential function. However, even for these
two talkers, the linear function provided an excellent fit, with R2 values being only
marginally less than that of the power or the exponential functions (R2 difference less than
0.02). On average, the linear fit resulted in the highest R2 across all ten talkers (average R2:
0.97) followed by the power (average R2: 0.94) and exponential fits (average R2: 0.93),
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respectively. A one-way ANOVA was used to determine whether the mean differences
among the three fits were statistically significant at the 0.05 level. Results showed no
significant main effect (F(2,27) = 2.594; p = 0.093). Together, these results suggest that data
obtained using a matching task provides similar perceptual distances across stimuli as that
obtained using a direct magnitude estimation task.

C. Comparing perceptual distances obtained from the matching and rating scale tasks
The perceptual judgments of breathiness obtained from the matching task were also
compared to those obtained using the rating scale task. Once again, linear and nonlinear
regressions were used to determine whether the two tasks provide equivalent perceptual
distances amongst stimuli. To compare the ratings with the matching judgments, each
listener’s five ratings were first averaged together. Listeners may use different criteria for
assigning numbers on the rating scale, resulting in a systematic response bias (9). To
minimize these errors, each listener’s ratings for each talker were converted to
corresponding z-scores and scaled up by two so that all data points were positive values. The
standardized ratings were then averaged across listeners to obtain the averaged scores for
each speaker. The average matching thresholds were calculated as the arithmetic mean of all
judgments for a particular stimulus. Larger SNRTH values indicate less breathiness in the
matching task, but larger ratings signify greater breathiness in the rating scale task. The
averaged perceptual judgments obtained using the two tasks were compared, and the results
are shown in Figure 2.

Linear, exponential, and power models were derived between the two sets of data and their
goodness of fit was estimated using the R2 values (refer to Table III). It was observed that
seven of ten talkers (Males 1, 3, 4, and 5; Females 1, 3, and 5) were best described using a
linear function. However, two of these talkers (Male 1 and Female 5) were equally well-
described by linear and exponential functions, and one talker (Female 1) was equally
described by the linear, exponential, and power models. Of the remaining three talkers, two
were best fit with an exponential function (Male 2; Female 4) and one was best fit with a
power function (Female 2). Still, the difference between the three functions was small
(largest R-square difference of 0.08 across all talkers). Statistical testing using a one-way
ANOVA showed a significant main effect (F(2,27) = 6.291; p = 0.006). Post-hoc pair-wise
comparison using the Bonferroni correction showed no significant difference between the
exponential and linear fits (p = 1.000), but both of these resulted in significantly higher R2

than the power fit (p = 0.027 and 0.009, respectively). Since matching and rating scale data
is best fit using a linear function, these two methods also appear to provide equivalent
perceptual distances across stimuli.

IV. DISCUSSION
The present study sought to determine whether a matching task could provide equivalent
perceptual distances to those obtained using other techniques that are commonly used to
measure voice quality – i.e. rating scale and direct magnitude estimation. The need for a
different task to obtain perceptual measurements of voice quality arose as a result of the
contextual biases such as range- and frequency- effects that arise whenever a listener is
required to directly assign a number to indicate the magnitude of perception. Such
dependency of perceptual judgments on the sample stimulus set hinders comparisons across
experiments, thereby making it difficult to generate a model of voice quality perception that
would generalize from one experiment to another. The matching task does not require
listeners to assign numbers to indicate the magnitude of perception. Instead, the perceived
magnitude is assessed by comparing it against a fixed reference. Much like a physical
measurement (such as length or weight), the availability of a common reference or a
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yardstick can help minimize variability in judgments across experiments and across
listeners.

For the stimuli tested in this experiment, a very high R2 was observed when comparing the
perceptual data obtained from any of the three different perceptual tasks. Indeed, even the
least effective fit resulted in an R2 of 0.87. While these values may be fairly high for some
comparisons, such an order of magnitude is not uncommon when comparing perceptual
distances obtained from multiple listeners using different kinds of listening tasks. For
example, Eadie et al. (25) compared rating scale and direct magnitude estimation data for
voice pleasantness and severity and found the R2 to be 0.946 and 0.953, respectively. The
R2 reported in the present experiment are also inflated by the small number of data points in
each comparison. Each R2 reported here was based on only five test stimuli that varied on a
single acoustic-perceptual dimension. Nevertheless, for the questions raised in this
experiment, it is more important to study the consistency of one fit over another, rather than
to evaluate the magnitude of the R2 per se.

The perceptual distances between stimuli obtained using the direct magnitude estimation and
the matching tasks were almost identical. A linear relationship was observed to account for
the greatest variance between direct magnitude estimation and matching data. In the direct
magnitude estimation task, listeners are asked to judge the perceptual magnitude of stimuli
in terms of ratios, thereby resulting in ratio-level of measurement. Since perceptual data
obtained in the matching task was observed to be linearly related to magnitude estimates, the
matching thresholds also appear to provide ratio-level measurement of breathy voice quality.
Such findings have been reported for a number of other prothetic psychophysical continua
such as loudness or brightness (e.g. 21).

The relationship between the matching and rating scale tasks or the nature of the information
obtained through the rating scale task were less clear. Both linear and exponential fits
accounted for a high amount of variance when comparing perceptual distances on a rating
scale to those obtained in a matching task. It is possible that the matching task results in the
same perceptual distances across stimuli as that obtained in the rating scale task. However, if
the rating scale task truly resulted in “equal-appearing intervals” or interval-level
measurement, then an exponential relationship should have resulted in greater R2 than the
linear fit. This is because the relationship between an equal-interval series (interval scale)
and an equal-ratio series (ratio scale) is an exponential one. The failure to find this
difference in the present data makes it difficult to identify the nature of the data obtained
using a rating scale task and it is suggested that rating scale data is best treated as being
ordinal in nature. For the same reason, it is recommended to avoid the term “equal appearing
interval (EAI) scale” when referring a rating scale task (9). However, unlike typical rating
scale data, the present experiment used multiple presentations of all stimuli as well as
normalization to correct for some listener biases of the rating scale task (see 9 for more
details of these corrections). Although this approach is not typical for most experiments in
voice quality, it serves to improve the accuracy and reliability of the rating scale data.

An additional benefit of the matching task was the high inter- and intra-judge reliability.
Even though all three tasks showed fairly high reliability (as measured using the Pearson’s
correlation), the matching task resulted in the highest reliability and the lowest standard
deviations across listeners. It is speculated that higher reliability observed in the matching
task results from avoiding direct assignment of numbers to the perceptual magnitude.
Poulton (11) has demonstrated that observers make a variety of errors when judging the
magnitude of a physical stimulus, in particular when the physical stimulus cannot be
measured using a familiar physical units (such as units of lengths, weight, etc.). Thus for
example, observers are likely to make fewer errors when asked to judge the length of a line
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using direct assignment of numbers than when asked to judge the brightness of a light in a
similar manner. This is because length can be quantified using a familiar unit (such as
meters or inches) whereas brightness cannot be measured in a unit with any such familiarity.
Since voice quality, like brightness, cannot be judged in any familiar units, listeners resort to
using numbers arbitrarily. Thus, any task that requires listeners to quantify voice quality by
direct assignment of numbers will result in a greater amount of variability within and across
listeners.

Despite the higher reliability, there is little doubt that listeners will vary somewhat in their
absolute SNRTH. Some variability is expected in any behavioral measurement and the same
holds true for the matching task as well. As long as the resulting data can be assumed to be
normally distributed, the mean of the distribution may be used to characterize the
population. If the assumption of normalcy cannot be met, then a different measure of central
tendency should be used. For this reason, we obtain perceptual judgments from multiple
listeners and average their responses. Even though individual judgments of voice quality
may be somewhat variable, the averaged response from multiple listeners provides a more
stable target for developing computational models of voice quality. However, this approach
is in contrast to that proposed by Kreiman and colleagues who have attempted to identify a
method for voice quality judgment that results in high inter- and intra- listener “agreement”
(5,22).

To obtain high agreement, Kreiman and Gerratt (3,4,14) have also proposed the use of a
matching task. As described previously, this approach requires listeners to manipulate
specific parameters of the vowel acoustic signal in a custom designed voice synthesizer until
they generate a synthetic copy of the voice that is perceptually equivalent to the test voice.
Note that there are several differences between the matching technique proposed here and
that proposed by Gerratt and Kreiman (6). First, as described previously, the two approaches
have different theoretical motivations, with Kreiman et al. seeking better agreement whereas
the present work seeking to minimize contextual biases. Second, the Kreiman et al. approach
allows listeners to vary multiple parameters of the vowel acoustic signal whereas the present
approach only allows manipulation of a single acoustic parameter. One benefit of
manipulating only a single parameter in a matching task is that it is easier to compare the
voice quality of one stimulus to another. In contrast, manipulating multiple parameters is
likely to provide a more holistic way to quantify quality, and the resulting data does not lend
itself easily to computational modeling of voice quality. Another potential limitation of
manipulating multiple acoustic parameters for voice quality judgments is related to the
trading cues and redundancy seen in the speech signal. A number of experiments have
shown that listeners can use multiple acoustic cues in the speech acoustic signal when
making perceptual judgments (17,23). Thus, it is possible that two listeners may provide a
different set of acoustic parameters to reflect essentially the same voice quality percept.
Finally, the two matching approaches differ in terms of their practical applications. Kreiman
et al. envision the use of their custom speech synthesizer as a tool for clinical evaluation of
voice quality (3). In contrast, even though the present approach may be modified for clinical
use, it is generally designed for laboratory use when an experimenter seeks to obtain
sensitive and relatively unbiased perceptual judgments of voice quality. As mentioned
previously, such data are essential for developing computational models of voice quality.
Successful development of such computational models will in turn generate the tools
necessary for clinical measurement of voice quality.

The matching task described here has certain other limitations. One potential drawback of
the matching procedures described here is that the reference signal used was customized for
each talker (i.e. the fundamental frequency and the spectral slope were matched to that of
each talker). Thus, the SNRTH for each talker may have been somewhat biased by the nature
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of the reference signal itself and data for one talker may or may not be directly comparable
to that of another. However, such customization of the signal was considered essential to
ascertain that listeners were able to match the quality of the two stimuli. To address this
limitation, an ongoing experiment is evaluating the success of the matching task to a single
reference signal. If listeners fail to match quality without adequate customization of the
reference signal, then an appropriate correction factor to account for these changes will need
to be developed. Another factor that limits the accuracy of this and all other perceptual tasks
is the dependency of these tasks on listeners’ understanding of the percept under study.
When a listener is asked to rate a particular voice quality, it is assumed that she/he
understands what aspect of the stimulus needs to be judged and only responds to changes in
that particular aspect of the stimulus. Failure to do so may result in erroneous perceptual
data. The results obtained from a matching study are also dependent on such an assumption.
However, the matching task may be somewhat better at avoiding such errors because unlike
rating or magnitude estimation, listeners are only allowed to manipulate a single parameter
(which presumably only changes one perceptual aspect of the stimulus).

A second limitation of this technique is that it requires greater test time. On average,
listeners were observed to need significantly greater time for the matching task than for the
rating scale or the direct magnitude estimation tasks, although they generally become more
adept at completing the matching task with some practice. However, the trade-off of this
increased test time is a greater accuracy in perceptual judgments, less context-dependency,
and greater inter- and intra-listener reliability. Therefore, the matching task provides an
excellent method to obtain perceptual judgments of breathy voice quality when a researcher
needs high accuracy and the ability to compare data across two or more experiments.

V. CONCLUSIONS
The present experiment compared three different methods for obtaining perceptual data for
voice quality – rating scale, direct magnitude estimation and matching. The comparison was
necessitated by the fact that rating scale and direct magnitude estimation data are highly
context dependent and are difficult to generalize from one experiment to another.
Additionally, the measurement properties of the rating scale data were unconfirmed. The
findings show that a simple matching task, where listeners were asked to manipulate the
SNR of a sawtooth signal mixed with noise, was sufficient to quantify voice quality without
the need for direct assignment of numbers. In this task, the breathiness of a vowel was
measured by the SNR of the sawtooth + noise complex at which the two stimuli were
perceived to have equal breathiness (SNRTH). The voice quality measures obtained through
such a task appears to have ratio-level measurement properties. This approach to quantify
perception will help generate computational models of voice quality, which in turn, can
result in better tools for clinical evaluation of voice quality.
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Figure 1.
The matching judgments (SNRTH in dB) are shown as a function of the log magnitude
estimates for each of the 10 talkers. The 5 male talkers are on the top row, and the 5 female
talkers are on the bottom row. Error bars represent the standard error of the mean.
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Figure 2.
The matching judgments (SNRTH in dB) are shown as a function of the ratings scale
judgments for each of the 10 talkers. The 5 male talkers are on the top row, and the 5 female
talkers are on the bottom row. Error bars represent the standard error of the mean.
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