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Abstract
Regions of metazoan genomes replicate at defined times within S phase. This observation suggests
that replication origins fire with a defined timing pattern that remains the same from cycle to
cycle. However, an alterative model based on the stochastic firing of origins may also explain
replication timing. This model assumes varying origin efficiency instead of a strict origin-timing
programme. Here, we discuss the evidence for both models.

Models for the organization of eukaryotic DNA replication have to account for two
diametrically opposed conceptions of replication. On one side of the spectrum is the replicon
paradigm, exemplified by the mechanism of bacterial replication, in which origins are well-
defined sites that fire once in each cell cycle, leading to uniform replication that is identical
in every cell1. At the opposite end of the spectrum is the mechanism of replication in frog
and fly embryos, in which replication initiates asynchronously throughout S phase at
indiscriminate sites, presumably leading to a different, random pattern of replication in each
cell2,3. It is clear that neither of these extreme mechanisms reflect the reality of replication
in most eukaryotic somatic cells, but it is also clear that both models contain a kernel of
truth. So how do we reconcile these apparently competing views of replication? Recent
work suggests a way to bridge the gap and to reconcile stochastic origin firing with defined
patterns of genome replication.

It is useful to first establish which parts of each model generally apply to eukaryotic
replication. The replicon paradigm, which serves as the foundation for most textbook
models of eukaryotic replication, describes eukaryotic replication reasonably well, with two
major exceptions: first, most eukaryotes do not seem to have well-defined, sequence-specific
origins4,5. Consequently, it has been difficult to identify metazoan replication origins, and
in the few cases in which they have been identified, they seem to have no particular
sequence specificity. However, too few metazoan origins have been defined to exclude the
possibility of origin specific sequences. The question of what constitutes a eukaryotic
replication origin remains an active field of research, and as knowledge of the exact location
of origins is not necessary for the ideas presented here, we will not pursue it further. Second,
eukaryotic origins are inefficient and fire in only a subset of S phases6 — only a fraction of
the origins established in G1 are fired in S phase and it is a different set in each cell. In
fission yeast, most origins fire about 30% of the time, whereas in mammals, the well-studied
dihydrofolate reductase (DHFR) origins fire approximately 20% of the time7,8.

In terms of these two exceptions to the replicon paradigm, eukaryotic replication looks more
like the example of frog and fly embryos. Frog embryos go to the extreme of establishing
origins randomly across the genome, without regard to DNA sequence2,9. This is not the
case for eukaryotes in general, which tend to have defined origins of replication4.
Nevertheless, the redundant and inefficient nature of eukaryotic origins is more similar to
the stochastic embryonic model than to the deterministic replicon model. In particular,
eukaryotic replication shares an important similarity with the embryonic example: in both
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cases replication is heterogeneous. Because each cell uses a different combination of origins,
each cell has a different pattern of replication.

It should be noted that neither of these exceptions apply entirely to budding yeast. Budding
yeast has well-defined, site-specific origins, many of which are efficient and fire in as many
as 90% of S phases10,11. Theses characteristics lead to fairly homogeneous replication
kinetics12. The fact that budding yeast more closely fits the replicon model has made it
much easier to understand replication in budding yeast, and has supported application of the
replicon paradigm to eukaryotes in general. However, the observation that budding yeast’s
strategy of well-spaced, efficient origins is not conserved in its distant cousin, fission yeast,
let alone in metazoans, suggests that it does not serve as a general model for the global
regulation of eukaryotic origins8,13,14. Thus, budding yeast seems to be the exception, rather
than the rule, in the organization of eukaryotic replication.

So why not accept the notion that replication in eukaryotes is less well organized than in
bacteria? There are two considerations that have been difficult to reconcile with the
hypothesis that the firing of eukaryotic replication origins is stochastic: first, metazoan
genomes replicate with a defined timing15–20 and this observation has been interpreted to
mean that eukaryotes must have a defined pattern of origin firing21. However, it is important
to distinguish between the reproducible replication timing of broad regions of the genome,
which has been well established, and the specific replication timing of individual origins, for
which there is little evidence outside of budding yeast. We will return to this point later.
Second, stochastic firing of origins leads to the so-called ‘random gap’ problem —
randomly distributed origin firing will occasionally lead to large gaps between replication
bubbles that would take an inordinately long time to replicate (Fig. 1)6,22. To avoid the
random gap problem, it has been argued that there must be some mechanism to coordinate
origin firing so as to avoid large random gaps22. Surprisingly, in two cases in which the
distribution of origin firing has been carefully examined — frog embryo extracts and fission
yeast — the distribution was in fact random and large random gaps were observed8,9,23,24.

An elegant solution to the random gap problem has been proposed that reconciles the
random distribution of origin firing with efficient replication6,25: the proposition is that
origins fire stochastically, but the efficiency of origin firing increases as S phase progresses
(Fig. 2). Therefore, the longer a large random gap persists, the more likely origins within it
are to fire. This situation would ensure that no large gaps will persist beyond late S phase.
This ‘increasing efficiency model’ is particularly powerful because it is applicable to any
eukaryotic genome or cell cycle, and, as discussed below, can accommodate different types
of replication organization, from fast and heterogeneous in embryos, to slow and ordered in
somatic cells. Furthermore, it can be modified to incorporate realistic descriptions of
chromosome dynamics26. It should be noted that this model only addresses the random gaps
caused by stochastic firing during S phase of established origins; it does not address the
separate issue of how and where origins are established in G1.

How would the increased efficiency of origin firing later in S phase in this model be
achieved? One possible mechanism is polymerase recycling. Origin firing may be limited by
the ability to recruit essential replication-fork proteins, such as polymerases. If so, once all
the polymerases have been recruited, no more origins could fire. However, as forks merge,
polymerases would be released and could be reenlisted to allow further origins to fire. This
situation would lead to a roughly constant number of active replication forks throughout S
phase, as polymerases are recycled from old replication forks to new ones. It would also
maintain continual origin firing. However, as S phase progresses, there are fewer potential
origins to fire. The reduction in potential origins is due to the fact that when an origin fires,
or when it is passively replicated by a replication fork from a neighboring origin, the origin
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is stripped of its initiation proteins27. These proteins cannot be reloaded during S phase,
preventing origins from firing more than once per cell cycle28. Thus, the number of origins
firing would constitute an increasing percentage of the remaining potential origins and
origin efficiency would increase (Fig. 2). This increase in origin efficiency would, in turn,
ensure that random gaps would be efficiently closed by new origin firing. Both the constant
number of replication forks and the increasing density of origin firing predicted by this
model have been observed in budding yeast and frog embryo extracts3,9,12,25. Moreover, in
the case of frog embryo extracts, the polymerase-loading and replication-fork protein Cdc45
seems to be limiting for replication, suggesting that, in this system, regulation may involve
polymerase recycling29.

A constant number of active replication forks could also be maintained by a checkpoint
feedback loop that monitors fork numbers and inhibits new origin firing until old replication
forks merge30–32. The ATM and ATR DNA-damage checkpoint kinases, which regulate a
number of initiation factors including Cdk2, Cdc7 and Cdc45, have been implicated in
origin regulation during normal replication and have been proposed to regulate fork numbers
in just such a manner33–36.

Alternatively, increasing origin efficiency could be caused by a diffusible, rate-limiting
activator, such as Cdk2/cyclin E or Cdc7/Dbf4. Both of these replication kinases are
required throughout S phase for origin firing27. If either was rate limiting, it would limit the
efficiency of origins during S phase. At first, the number of firing origins would be a small
faction of potential origins, but as S phase progresses and the number of potential origins
declines, that number would become an ever larger fraction of potential origins and the
efficiency of the remaining origins would increase. Other regulators of origin firing, such as
Cdc45 or the GINS complex 27, could also function as rate-limiting activators.

Although the increasing efficiency model would solve the random gap problem for frog
embryos and fission yeast, it produces random patterns of replication, which seem to be
inconsistent with the defined patterns of replication timing of metazoan genomes. However,
by simply varying the relative efficiencies of individual origins, the model can explain
differential timing (Fig. 3). For instance, if the origins on the left side of Fig. 3 are all more
efficient that the origins on the right, the left origins are likely to fire first. Therefore, the left
side will usually replicate early, and the right will usually replicate late. Furthermore, if one
origin on the right is less efficient than all of the origins on the left, but more efficient than
the others on the right (labelled as medium relative efficiency in Fig. 3), it will usually fire
after the origins on the left, but before the others on the right, thus behaving as an efficient
late origin. The existence of origins that fire efficiently late in S phase has been taken as
evidence for a deterministic replication-timing programme, which would activate specific
origins at specific times37. However, as shown in Fig. 3, the relative efficiency model
incorporates both late efficient origins and stochastic origin firing.

This relative efficiency model fits well with what is known about eukaryotic replication
timing. Early and late replicating sequences have not been mapped to specific early- or late-
firing origins. Instead, they are associated with broad regions of early or late replicating
DNA15,18–20. In the relative efficiency model, individual origins would fire stochastically,
but regions that have many efficient origins would almost always replicate early because
some subset (albeit a random subset) of those origins would fire early in each S phase. Thus,
the relative efficiency model reconciles stochastic firing of individual origin with defined
replication-timing patterns of genomic regions. This model has the added advantage that it
does not require an independent mechanism to keep track of S-phase timing and firing of
specific origins at defined times.
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The relative efficiency model may also explain the observed correlation between active
transcription and early replication38. The open chromatin structure associated with active
transcription may make neighbouring origins more accessible to replication factors, and
therefore more efficient and more likely to fire early39. Indeed, histone acetylation at an
origin makes it more transcriptionally active and it also makes the origin replicate earlier40.
This explanation suggests that replication timing is regulated over large chromosomal
domains, consistent with the observation that the correlation between active transcription
and early replication is strongest over fairly long distances (approximately 180 kb in
flies18).

A test of the relative efficiency model awaits high resolution kinetic studies of replication
that can identify specific origins and measure their efficiency at different points in S phase.
Until that time, it provides one plausible explanation for how cells can accommodate the
apparently disparate characteristics of having both organized replication timing and
stochastic origin firing.
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Figure 1.
The random gap problem. A random distribution of origin firing will occasionally lead to
large gaps in which no origins fire. This could greatly delay the completion of S phase. In
this example, the chromosome is depicted as an array of 100 potential origins (white
circles), all of which are licensed in G1 and each of which can fire (blue star) with a
probability of 3% per 5 min step. Replication proceeds bidirectionally from the fired origins,
turning the unreplicated loci (white circles) to replicated loci (red circles). At time 0, three
origins fire (3% of the total). However, by 15 min, only 57 potential origins remain, so only
two origins fire (~3% of the total). In this example, by random chance, no origins on the
right side of the chromosome fire in early S phase. Because the chance of any one origin
firing is fairly low, later firing origins do not help to replicate the gap.
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Figure 2.
A progressive increase in origin efficiency solves the random gap problem. In this example,
replication begins as in Fig. 1, with a large random gap on the right side of the chromosome.
However, the efficiency of origin firing increases from 3% at time 0 to 30% at 30 min.
Therefore many more origins fire late in S phase in this model than in Fig. 1, and as most of
the potential origins remaining in late S phase are in the gap on the right, origins fire there,
closing the gap and efficiently finishing replication.
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Figure 3.
Differences in the relative efficiency of stochastic origins can produce defined replication-
timing patterns. If all of the origins on the left are more efficient that any of the origins on
the right, the origins on the left will usually fire first and the left side of the chromosome
will replicate early. However, the increasing efficiency of all origins later in S phase (Fig. 2)
ensures that once the left side of the chromosome is replicated the origins on the right will
fire and the right side of the chromosome will replicate late. Furthermore, if one origin on
the right is less efficient than all of the origins on the left, but more efficient than the others
on the right (labelled as medium relative efficiency), it will usually fire late, but will usually
be the first on the right to fire. Therefore, it will act as an efficient late origin.
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