JOURNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR

2010, 93, 455-469 NUMBER 3 (MAY)

CONCURRENT REINFORCEMENT SCHEDULES FOR PROBLEM BEHAVIOR AND APPROPRIATE
BEHAVIOR: EXPERIMENTAL APPLICATIONS OF THE MATCHING LAW

CARRIE S. W. B()RRER()I, TimoTHY R. V()LLMERQ, Jonn C. B()RRERO?), Jason C. B()URRET4,
KiMBERLY N. SLOMAN5, ANDREW L. SAMAHAG, AND JESSE DALLERY

"KENNEDY KRIEGER INSTITUTE AND THE JOHNS HOPKINS UNIVERSITY SCHOOL OF MEDICINE
2UNIVERSITY OF FLORIDA
SUNIVERSITY OF MARYLAND, BALTIMORE COUNTY
“NEW ENGLAND CENTER FOR CHILDREN
SRUTGERS UNIVERSITY
SUTAH STATE UNIVERSITY

This study evaluated how children who exhibited functionally equivalent problem and appropriate
behavior allocate responding to experimentally arranged reinforcer rates. Relative reinforcer rates were
arranged on concurrent variable-interval schedules and effects on relative response rates were
interpreted using the generalized matching equation. Results showed that relative rates of responding
approximated relative rates of reinforcement. Finally, interventions for problem behavior were
evaluated and differential reinforcement of alternative behavior and extinction procedures were
implemented to increase appropriate behavior and decrease problem behavior. Practical considerations
for the application of the generalized matching equation specific to severe problem behavior are
discussed, including difficulties associated with defining a reinforced response, and obtaining steady

state responding in clinical settings.
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The generalized matching equation (GME)
has provided robust and precise accounts of
response allocation, or choice (Catania, 2007),
between two or more concurrently available
schedules of reinforcement (Baum, 1974;
1979; Dallery, Soto, & McDowell, 2005; Mc-
Dowell, 2005). The logarithmic version of the
GME is:
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where B; and B, refer to the frequency of
responding on the alternatives, and R; and R;
represent the relative rates of obtained rein-
forcement from each alternative. The y inter-
cept (), represents a bias for one alternative
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independent of relative rates of reinforcement.
The slope (a) of the function reflects sensitivity
to relative reinforcement rates. The GME has
been evaluated in numerous studies using
nonhumans (e.g., Baum, 1974; Belke & Belli-
veau, 2001; Crowley & Donahoe, 2004; Herrn-
stein & Loveland, 1975). For example, Baum
(1974) analyzed a number of data sets using the
GME to describe pigeons’ responding on
concurrent VI VI schedules. Response alloca-
tion was explained by the equation, but Baum
noted that the potential for bias and under-
matching must be considered (see Baum, 1974,
for a detailed description). In addition to
explaining responding with pigeons, the GME
has been used to evaluate the response
allocation of other non-humans. Baum (1979)
reviewed 103 data sets from studies designed to
evaluate choice and reanalyzed the data using
the GME. He reported that for nearly all,
response allocation could be described by the
GME. Data sets from Baum (1975), in which
humans were asked to engage in an arbitrary
response (i.e., key press) to access reinforcers,
were also reviewed. In this review of data sets,
the response allocation of rats and humans was
evaluated in addition to the response alloca-
tion of pigeons on concurrent schedules,
further demonstrating the generality of the
GME.
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The GME has also been evaluated in a
number of studies to assess human behavior
(e.g., J. C. Borrero et al., 2007; Conger &
Killeen, 1974; Horne & Lowe, 1993; Rasmus-
sen & Newland, 2008) involving both experi-
mental and descriptive analyses of responding
for both arbitrary and socially significant
responses. Conger and Killeen (1974) extend-
ed the generality of the GME by applying the
equation to human behavior in a more natural
context where the conversation of individuals
in a discussion group was evaluated. In order
to do this, they formed a discussion group with
a number of confederates, who provided
verbal approval following participant state-
ments according to concurrent VI VI sched-
ules. Results showed that the amount of time
the participant allocated towards talking to an
experimenter was proportionally related to the
amount of approval provided by that experi-
menter. This investigation provided the first
demonstration that the GME could be applied
to assess response allocation with humans and
socially significant behavior.

Applications of the GME were then extend-
ed to academic human behavior (Mace, Neef,
Shade, & Mauro, 1994; Neef & Lutz, 2001;
Neef, Mace & Shade, 1993; Neef, Shade &
Miller, 1994). Neef, Mace, Shea, and Shade
(1992) assessed human performance of stu-
dents with emotional and learning disorders
under concurrent reinforcement schedules
when reinforcer quality was or was not held
constant, by having participants select arith-
metic problems from identical stacks of
problems. Correct responses resulted in nick-
els or tokens, delivered according to the VI
schedule of reinforcement in place for that
alternative. Neef et al. (1992) then evaluated
two additional conditions: (a) equal-quality
reinforcers, during which identical reinforcers
(i.e., either nickels or tokens) were delivered
according to concurrent VI schedules, and (b)
unequal-quality reinforcers, during which
high-quality reinforcers were delivered on the
leaner schedule of reinforcement while low-
quality reinforcers were delivered on the
richer schedule of reinforcement. Matching
was obtained during the equal-quality rein-
forcers condition; however, matching was not
obtained during the unequal-quality reinforc-
ers condition, and the time allocated to one
alternative was greater than the obtained
reinforcement from that alternative. Using
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the same general procedures just described,
Neef and colleagues (Mace et al., 1994; Neef et
al., 1993; Neef et al.,, 1994) extended their
previous work and evaluated additional rein-
forcement parameters including reinforcer
delay. These studies highlight some potentially
important considerations, including the use of
additional procedural manipulations (e.g.,
timer to signal reinforcement intervals) to
improve discrimination between concurrent
VI VI schedules, and biased responding, which
may occur if choice involves asymmetrical
alternatives.

Descriptive studies that have assessed the
matching law generally have focused on severe
problem behavior such as self-injurious behav-
ior (SIB), aggression, and property destruction
(Borrero & Vollmer, 2002; Hoch & Symons,
2007; Martens & Houk, 1989; McDowell, 1982;
Oliver, Hall, & Nixon, 1999; St. Peter et al.,
2005; Symons, Hoch, Dahl, & McComas,
2003). For example, Borrero and Vollmer
conducted descriptive analyses for 4 individu-
als diagnosed with developmental disabilities
who engaged in severe problem behavior as
well as appropriate behavior (e.g., vocal
requests). After identifying reinforcers for
problem behavior via functional analyses
(Iwata, Dorsey, Slifer, Bauman, & Richman,
1982/1994), Borrero and Vollmer evaluated
the descriptive data using the simple matching
equation (Herrnstein, 1961) and the GME,
and demonstrated that the relative rate of
problem behavior approximately matched the
relative rate of reinforcement for problem
behavior, when aggregated data were subject-
ed to matching analyses.

Although applications of the GME have
demonstrated its generality across species
and responses, response allocation between
problem and appropriate human behavior has
not been assessed under experimentally ar-
ranged contingencies. While it is often as-
sumed that individuals with developmental
disabilities allocate their responding in direct
proportion to relative rates of reinforcement,
we are unaware of any studies that have
involved experimental evaluations of the match-
ing law when problem behavior and func-
tionally equivalent appropriate behavior are
conceptualized as concurrent response alter-
natives. Specifically, the generality of the
matching law has not been extended to the
application of differential reinforcement pro-
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cedures to reduce severe problem behavior.
The GME may be ideal for this purpose. The
effectiveness of differential reinforcement pro-
cedures to effectively reduce severe problem
behavior has been demonstrated in a multi-
tude of settings and arrangements (see
Petscher, Rey & Bailey, in press; Vollmer &
Iwata, 1992, for a review).

The inclusion of differential reinforcement
components may be conceptualized as a
concurrent schedule with one set of contin-
gencies for one response and another set of
contingencies for a second response. Although
typical treatment arrangements place problem
behavior on extinction it is possible that (a) it
may not be feasible to incorporate extinction
into a treatment package, such as with severe
self-injurious behavior (SIB) (e.g., Hoch,
McComas, Thompson, & Paone, 2002), or
automatically reinforced behavior (e.g. Wors-
dell, Iwata, Hanley, Thompson, & Kahng,
2000) or (b) implementation of the proce-
dures may not be conducted with high
integrity by caregivers (i.e., problem behavior
is sometimes reinforced and appropriate
behavior is sometimes not reinforced). In
these cases, reinforcement is provided follow-
ing both problem behavior and appropriate
behavior on competing schedules (i.e., a
concurrent schedule arrangement), preferably
with the denser schedule in place for appro-
priate behavior. Failure to implement treat-
ment contingencies correctly in the natural
environment will likely result in a concurrent
schedule arrangement similar to choice ar-
rangements evaluated in laboratory settings
(e.g., Johnson, McComas, Thompson, & Sy-
mons, 2004; St. Peter Pipkin, Vollmer, &
Sloman, 2009; Wilder, Atwell & Wine, 2006).
Given that many interventions for severe
problem behavior involving extinction are
implemented without perfect integrity, con-
current schedules may serve as an effective
method to study the response suppressive
effects of interventions that do not involve
extinction.

Although previous experimental applica-
tions of the matching law have included the
use of additional procedures [e.g., schedule-
correlated stimuli, change-over delay (COD) ]
to make discrimination between schedules
more likely, such procedures are not often
incorporated into typical differential rein-
forcement procedures and may make conclu-
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sions regarding response allocation more
difficult. It is unclear if stimulus control (i.e.,
related to signals) or schedule control is
responsible for responding. When evaluating
socially significant human behavior, condi-
tions are often designed to be as similar as
possible to those in the natural environment,
and additional procedural variations may
deviate further from naturally occurring con-
current schedules.

Therefore, the purpose of this investigation
was to experimentally evaluate problem behav-
ior and appropriate behavior exposed to
concurrent schedules of reinforcement in
order to further assess the generality of the
GME (Baum, 1974), in the absence of addi-
tional schedule-correlated stimuli, and to
implement interventions to decrease problem
behavior, further demonstrating behavioral
sensitivity to concurrent reinforcement sched-
ules.

METHOD

Participants and Settings

Three individuals diagnosed with develop-
mental disabilities who engaged in severe
problem behavior participated. Greg was an
8-year-old boy diagnosed with mild mental
retardation and autism who engaged in
screaming and disruption. Alice was a 13-
year-old girl who was diagnosed with child-
hood disintegrative disorder who engaged in
disruption and aggression. Amy was a 14-year-
old female diagnosed with mental retardation
who engaged in SIB.

For Greg and Alice, all sessions were
conducted on an inpatient hospital unit for
the assessment and treatment of problem
behavior located at a university hospital, in a
room with a table and chairs. Amy’s sessions
were conducted at a local school, and sessions
were conducted in an available classroom,
furnished with desks and chairs.

Target Behavior, Data Collection, and Interobserver

Agreement (I10A)

All sessions were conducted by trained
graduate students serving as experimenters.
Observers were graduate and undergraduate
students who received in-vivo training in
behavioral observation and had previously
demonstrated high interobserver agreement
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(IOA) scores (> 90%) with trained observers.
Observers were seated behind a one-way
mirror or sat unobtrusively at a table in the
room or classroom and collected data on
handheld computers that provided real-time
data and scored events as either frequency or
duration. Sessions were conducted two to
three times each day, 4 days per week, and
were 10 min in duration.

We collected data on child behavior, includ-
ing screaming, disruptive behavior, aggression,
and SIB. Screaming was defined as vocaliza-
tions at a volume louder than conversation
level, disruptive behavior was defined as
throwing, hitting, or kicking objects inconsis-
tent with engagement with items, and aggres-
sion was defined as hitting or kicking others.
Self-injury (Amy only) was defined as hitting
the chin, nose, and face with a closed fist, as
well as self-choking (i.e., pushing her finger-
tips into her throat). Appropriate behavior was
selected on an individual basis. For Greg,
appropriate behavior included vocal requests
for preferred tangible items (e.g., “Toys”),
and compliance with instructional demands
without physical guidance (e.g., hygiene
tasks). For Alice, appropriate behavior was
defined as requests for a break from instruc-
tional demands through the use of a micro-
switch which played ‘‘break, please” when
pressed. Finally, for Amy, appropriate behavior
was defined as gestural requests for preferred
tangible items; specifically reaching for the
preferred item. Amy was required to reach her
hand past a line marked on a table to access
the item, to a distance of approximately 43 cm.

Data were also collected on therapist behav-
ior including the delivery of tangible items,
which was defined as the therapist providing
access to the preferred tangible item for at
least 1 s within close physical proximity (within
3 cm) of the child. Escape from instructional
demands was defined as the therapist remov-
ing all task materials away from the participant
and termination of any verbal instructions for
atleast 1 s. No additional measures of therapist
integrity were included in these analyses,
however, daily anecdotal reports indicated that
therapists delivered reinforcement according
to the schedule in place.

Functional analyses using procedures simi-
lar to those described by Iwata et al. (1982/
1994) were conducted for each participant to
identify reinforcers for problem behavior.
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Results showed that Greg engaged in scream-
ing reinforced by access to tangibles, and
disruption reinforced by escape from de-
mands. Alice engaged in problem behavior
reinforced by adult attention, and escape from
demands, and Amy engaged in problem
behavior reinforced by access to tangibles
and escape from demands. Functional analysis
results have been published previously for
Greg and Alice (Samaha et al.,, 2009), and
Amy (Samaha et al.; St. Peter et al., 2005).
Additional details about functional analysis
procedures are available from the correspond-
ing author.

Two independent observers collected data
on each participant’s problem and appropri-
ate behavior to assess IOA. Observations were
divided into 10-s bins, and the number of
observed responses was scored for each bin.
The smaller number of observed responses (or
s for duration measures) within each bin was
divided by the larger number of observed
responses (or s) and converted to agreement
percentages (Iwata, Pace, Kalsher, Cowdery &
Cataldo, 1990). Agreement on the nonoccur-
rence of behavior within any given bin was
scored as 100% agreement. The bins were
then averaged across the session. Although
interobserver agreement on occurrence of
behavior would have been more conservative
and therefore preferred, computer software
errors prevented that calculation (data sum-
maries were maintained but interval-by- inter-
val comparisons became unavailable following
a time period after the initial calculations were
made). For Greg, IOA was scored for 47% of
assessment sessions during the tangible condi-
tion, and averaged 100% for disruption, 95%
for screaming (range, 80% to 100%), 94.4%
for appropriate requests (range, 80.8% to
100%), and 91.7% for access to tangible items
(range, 84.1% to 100%). IOA was scored for
44% of assessment sessions during the escape
condition, and averaged 89.6% for disruption
(range, 87.5% to 100%), 94.3% for compli-
ance with instructional demands (range,
85.8% to 100%), and 88.7% for escape from
instructions (range, 84.7% to 100%).

For Alice, IOA was scored for 32% of
assessment sessions, and averaged 98.5% for
aggression (range, 94% to 100%), 93.2% for
disruption (range, 82% to 100%), and 100%
for a request for a break from instructional
demands. IOA averaged 88% for escape from
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instructions (range, 64% to 96%). For Amy,
IOA was scored for 36% of assessment sessions,
and averaged 95.2% for SIB (range, 80% to
100%), and 95% for reaching for tangible
items (range, 80% to 100%), and 83% for
access to tangible items (range, 15% to 97%).

Procedure

All participants were exposed to an initial
baseline condition and four conditions using a
reversal design in order to assess response
allocation for both problem behavior and
appropriate behavior on concurrent schedules
of reinforcement. The order of the conditions
varied slightly for each participant, and was
assigned randomly. Reinforcers were delivered
for problem behavior and appropriate behav-
ior according to the condition. For Greg and
Amy no additional training was necessary to
teach the appropriate response. For Alice,
training sessions were conducted prior to the
analysis consisting of prompting Alice to press
the microswitch using a three-prompt instruc-
tional sequence (Iwata et al. 1982/1994). Prior
to the first session of each day, the therapist
provided a trial for both problem behavior and
appropriate behavior, which resulted in access
to the reinforcer for 30 s. All participants
could engage in both problem and appropri-
ate behavior at any time during the sessions.

Baseline. The baseline condition was identi-
cal to the condition(s) associated with prob-
lem behavior during the functional analysis
and included the tangible and escape condi-
tions for Greg, the escape condition for Alice,
and the tangible condition for Amy. During
baseline, the first instance of problem behav-
ior following the removal of reinforcement
resulted in delivery of the reinforcer (i.e.,
access to tangible items for Greg and Amy, or
escape from instructions for Greg and Alice).
No programmed consequences were in place
for appropriate behavior. Given that we began
Greg’s analyses with the tangible condition, we
did not conduct an additional baseline in the
escape condition, and began the analysis of his
escape function with the matching analysis, as
described below.

Matching analysis. Unsignaled concurrent VI
VI schedules of reinforcement were in place
for both problem and appropriate behavior.
The intervals were timed using a computer
program that signaled to observers when each
schedule had elapsed. The interval values were
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chosen from a triangular distribution with a
range of +5 to —5 (i.e., 5 s above and below the
average for the VI schedule). When a rein-
forcer was available for a response an observer
signaled the therapist by holding up a blue or
yellow card to signal available reinforcement
for a given response. The card display was kept
outside of the participants’ line of vision. The
first instance of behavior following availability
of a reinforcer resulted in delivery of the
reinforcer for 30 s. The timer was stopped
during the reinforcement period. After 30 s of
reinforcer access, the reinforcer was removed
and the timer was reset for that response.
Participants were exposed to a subset of
conditions, including the problem behavior
(rich), equal concurrent schedules, and ap-
propriate behavior (rich). A COD was imple-
mented (Greg only) after it was observed that
problem and appropriate behavior occurred
closely together (within 1 s) and seemed to be
forming a chained response. The COD was
initially implemented at 2 s, and was increased
to 5 s, when the responses continued to occur
as a chain with the 2-s COD. This concern was
not observed with Alice or Amy and therefore
no COD was necessary to separate their
responses.

The problem behavior (rich) condition involved
concurrent VI VI schedules, in which the
higher rate of reinforcement was associated
with problem behavior while the lower rate of
reinforcement was associated with appropriate
behavior. The equal concurrent schedules condi-
tion included concurrent VI VI schedules
during which the schedules were equal for
problem and appropriate behavior. The appro-
priate behavior (rich) condition included con-
current VI VI schedules in which the higher
reinforcer rate was associated with appropriate
behavior while the lower reinforcer rate was
associated with problem behavior. Finally, the
Jull treatment condition was designed to elimi-
nate problem behavior, and during this
condition, DRA was implemented. During
DRA, problem behavior was placed on extinc-
tion and, initially, each instance of appropriate
behavior resulted in reinforcer delivery (i.e.,
continuous reinforcement [CRF]).

Experimental design. A reversal design was
used for all participants, and the sequence of
conditions for each participant is described in
Table 1. All participants were exposed to the
baseline, appropriate behavior (rich), and full
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Table 1

Summary of Conditions and Sequence of Conditions.

Conditions
Baseline Problem Behavior — Appropriate Full Equal Concurrent Sequence of
(A) Rich (B) Behavior Rich (C) Treatment (D) Schedules (E)  Conditions
Greg (Tangible) CRF (PB) VI 20 (PB) VI 60 (PB) EXT (PB) N/A ABCBCDAD
EXT (AB) VI 60 (AB) VI 20 (AB) CRF (AB)
Greg (Escape) CRF (PB) VI 20 (PB) VI 60 (PB) EXT (PB) N/A BCBCDAD
EXT (AB) VI 60 (AB) VI 20 (AB) CRF (AB)
Alice CRF (PB) N/A VI 60 (PB) EXT (PB) VI 20 (PB) AECECD
EXT (AB) VI 10 (AB) CRF (AB) VI 20 (AB)
Amy CRF (PB) N/A VI 30 (PB) EXT (PB) VI 10 (PB) ADADECCEC
EXT (AB) VI 10 (AB) CRF (AB) VI 10 (AB)
VI 60 (PB)
VI 20 (AB)

Note. BP refers to problem behavior and AB refers to appropriate behavior.

treatment conditions. For Greg, the assess-
ment included the problem behavior (rich)
condition for the tangible and escape func-
tions for problem behavior; and for Alice and
Amy, the assessments included the equal
concurrent schedules condition.

Data Analysis. Results were evaluated using
the GME (Baum, 1974) using least squares
regression for the problem behavior (rich),
equal concurrent schedules, and appropriate
behavior (rich) conditions only (i.e., values
from the baseline and full treatment condi-
tions were not included in these analyses). In
order to do so, rates of reinforcement for both
problem (R;) and appropriate behavior (Ry)
were calculated for the last five sessions of each
condition and applied to the GME to deter-
mine if the relative rates of responding for
problem (B;) and appropriate behavior (Bo)
“matched’ the relative rates of reinforcement.

Reinforced responses were defined as those
responses for which a reinforcer was delivered
according to the programmed reinforcement
schedule. In other words, if problem behavior
was followed by an instance of appropriate
behavior in 2 s, and the VI schedule for
problem behavior timed out first, problem
behavior was considered the reinforced re-
sponse.

The rate of responding and reinforcement
were calculated for both problem and appro-
priate behavior. The rate of responding was
calculated by taking the number of responses
during a session and dividing by the duration
(min) of the session. The rate of reinforce-
ment was calculated by taking the number of

reinforced responses and dividing by the
duration (min) of the session. The values
obtained were then incorporated into the
GME.

RESULTS

Figures 1 and 2 show the response rates
of problem and appropriate behavior ex-
pressed as responses per min for all phases.
A summary of means for all participants by
condition is shown in Table 2. The top panel
of Figure 1 shows the results of the analysis
for Greg, for behavior maintained by tangible
reinforcement (screaming). Greg engaged
in higher rates of problem behavior than
appropriate behavior during the problem-
behavior (rich) conditions. During the initial
appropriate-behavior (rich) condition Greg
engaged in nearly identical rates of problem
behavior and appropriate behavior. However,
during the replication of this phase, Greg
engaged in lower rates of problem behavior
than appropriate behavior. During the second
behavior (rich) condition, it was observed that
Greg’s screaming occurred contiguous with
appropriate requests for tangible items, and a
2-s COD was introduced. Greg engaged in
both problem behavior and appropriate be-
havior in the full treatment condition al-
though by the end of both treatment condi-
tions, he engaged in less problem behavior
than appropriate behavior. In addition, be-
cause problem and appropriate behavior
continued to occur contiguously, the COD
was increased to 5 s.
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Fig. 1.

Response rates by session for problem and appropriate behavior for Greg. Response rates of problem and

appropriate behavior during tangible sessions (top panel) and of problem and appropriate behavior during escape

sessions (bottom panel).

The lower panel of Figure 1 displays the
results of the analysis for Greg for problem
behavior that was negatively reinforced by
escape (disruptive behavior). Generally, Greg
engaged in higher levels of problem behavior
than appropriate behavior during the prob-
lem-behavior (rich) condition, and less prob-
lem behavior than appropriate behavior dur-
ing the initial appropriate- behavior (rich)
condition. During the replication of the
appropriate-behavior (rich) condition, prob-
lem behavior appeared to be decreasing in
rate, and at that time, Greg left the hospital for
approximately 2 weeks (depicted on Figure 1

by the dashed vertical line). Following his
return to the inpatient unit, levels of problem
behavior decreased over time while levels of
appropriate behavior remained stable. Disrup-
tive behavior decreased to near zero levels and
appropriate behavior occurred at stable levels
during the treatment conditions as compared
to the baseline conditions.

The top panel of Figure 2 shows the results
of the analysis for Alice. Alice engaged in high
rates of problem behavior and no appropriate
behavior during the initial baseline. During
the initial equal concurrent-schedules condi-
tion, problem behavior occurred at a lower
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Fig. 2. Response rates by session for problem and appropriate behavior for Alice and Amy. Response rates of
problem and appropriate behavior for Alice (top panel) and response rates of problem and appropriate behavior for

Amy (bottom panel).

rate relative to appropriate behavior. For all
subsequent conditions of the matching analy-
sis [i.e., appropriate behavior (rich) and equal
concurrent schedules], Alice engaged in high-
er levels of problem behavior relative to
appropriate behavior. A treatment phase was
conducted during which problem behavior
occurred at relatively low rates and appropri-
ate behavior occurred at relatively high rates.
Alice’s assessment was brief and additional
replications were not conducted, due to her
short stay in the hospital.

The bottom panel of Figure 2 shows the
results of the analysis for Amy. Amy engaged in
relatively high rates of SIB and low levels of
appropriate behavior during both the initial
baseline phase and the replication, although
when the full treatment was introduced and
replicated, problem behavior decreased and
appropriate behavior increased. When the
equal concurrent-schedules condition was im-
plemented and replicated, Amy engaged in
similar levels of problem behavior and appro-
priate behavior. In addition, when the appro-
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Table 2

Mean responding per minute for problem behavior (PB) and appropriate behavior (AB) during

each initial condition and replication.

Mean Response Rate by Condition

Baseline Problem Appropriate Full Equal Concurrent
Phase (A) Behavior Rich (B)  Behavior Rich (C) Treatment (D) Schedules (E)
Greg Initial 1.68 (PB) 2.21 (PB) 2.10 (PB) 2.79 (PB) N/A
(Tangible) 0 (AB) .95 (AB) 2.10 (AB) 3.30 (AB)
Replication  1.75 (PB) 1.50 (PB) 3.30 (PB) .82 (PB)
.55 (AB) 1.10 (AB) 4.40 (AB) 2.02 (AB)
Greg Initial 1.70 (PB) 2.50 (PB) 1.10 (PB) .05 (PB) N/A
(Escape) 2.40 (AB) 1.10 (AB) 2.10 (AB) .39 (AB)
Replication N/A 1.50 (PB) 2.87 (PB) .12 (PB)
1.12 (AB) .94 (AB) .86 (AB)
Alice Initial .70 (PB) N/A 2.20 (PB) .60 (PB) .39 (PB)
0 (AB) .90 (AB) 2.94 (AB) .90 (AB)
Replication N/A 1.20 (PB) N/A 1.05 (PB)
.27 (AB) .35 (AB)
Amy Initial 1.99 (PB) N/A .97 (PB) .86 (PB) 1.17 (PB)
.13 (AB) 1.60 (AB) 1.44 (AB) 1.24 (AB)
Replication  1.70 (PB) 1.60 (PB) .30 (PB) .23 (PB)
1.17 (AB) 1.86 (AB) 1.50 (AB) 2.20 (AB)
1.25 (PB)
1.31 (AB)

priate behavior (rich) condition was imple-
mented and replicated, she engaged in lower
levels of problem behavior relative to appro-
priate behavior, although this effect was
observed only towards the end of the final
phase. As noted previously, due to the severity
of Amy’s SIB, full treatment was implemented
immediately following baseline. Full treatment
procedures for Amy continued to be imple-
mented outside the context of this research.

Figures 3 and 4 depict scatter plots with log
response ratios plotted as a function of log
reinforcer ratios. The linear equation depicts a
(i.e., the slope of the function) and b (i.e., the
yintercept). The coefficients of determination
(r%) are presented for all scatter plots. The
dashed diagonal line represents perfect match-
ing. The solid line is the best fit line. The left
panels show the results for the last five sessions
of each condition (i.e., each data point
represents one session) and the right panels
show the means for each condition (i.e., each
data point represents the last five sessions of
each condition, or if less than five sessions
were conducted in a condition, all sessions
were included).

Figure 3 (top panels) shows the results for
Greg during the tangible sessions. Due to a
computer virus that erased data on reinforcer

presentations for a small number of sessions,
calculations could not be conducted for the
last five sessions of each condition of Greg’s
analyses (i.e., tangible and escape). However,
the majority of sessions were available. Gener-
ally, for this analysis, the proportional rates of
problem behavior were correlated with the
proportional reinforcement rates for problem
behavior and the best fit line indicated close
adherence to the matching equation. The
results also indicated a bias towards appropri-
ate behavior.

Figure 3 (bottom panels) shows the results
for Greg during the escape sessions. The
proportional rates of problem behavior were
correlated with the proportional reinforce-
ment rates for problem behavior; however,
the best fit lines did not indicate matching.
Bias for problem behavior was also observed.

Figure 4 (top panel) shows the results for
Alice during the escape sessions. The propor-
tional rates of problem behavior were corre-
lated with the proportional reinforcement
rates for problem behavior; however, the best
fit lines did not approximate perfect matching.
Bias for problem behavior was also observed.

Figure 4 (bottom panel) shows the results
for Amy during the tangible sessions. The
proportional rates of problem behavior were
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Fig. 3. Log response ratios plotted against log reinforcer ratios for Greg’s tangible (top panels) and escape
assessments (bottom panels) for problem behavior (B;) and appropriate behavior (Bs). The linear equation depicts
intercept and slope during all conditions of the escape assessment. Fits of Equation 1 and the coefficient of
determination (+%) are shown in each panel. The panels in the left column show individual sessions, and panels in the

right column show means across sessions.

positively correlated with the proportional
reinforcement rates for problem behavior;
however, the best fit line indicated matching
for the means of each condition only. Minimal
bias was also observed towards appropriate
behavior.

In summary, analysis of the data using the
GME indicated that for all participants, rela-
tive rates of problem behavior were positively
correlated with the relative rate of reinforce-
ment for problem behavior. Bias was observed
for all participants, and was observed for
problem behavior in two cases (Greg and
Alice) and for appropriate behavior in two
cases (Greg and Amy). In addition, interven-
tions were implemented and successfully de-
creased levels of problem behavior to clinically
acceptable levels. Results suggest that the
matching law can provide an accurate descrip-
tion of response allocation between appropri-
ate and problem behavior exhibited by indi-
viduals with  developmental disabilities.
Although matching is a steady state phenom-
enon and all participants were exposed to the

various conditions only briefly, in most cases
the matching analysis accounted for a substan-
tial proportion of variance in response rates.

DISCUSSION

We reinforced problem behavior and ap-
propriate behavior on concurrent schedules of
reinforcement and analyzed the results using
the GME. For all evaluations, the relative rate
of responding was influenced by the relative
rate of reinforcement. Bias was observed for all
participants, with two analyses indicating a bias
towards problem behavior (Greg [escape] and
Alice) and two indicating a bias towards
appropriate behavior (Greg [tangible] and
Amy). Finally, DRA and extinction were
successful in reducing problem behavior and
increasing appropriate behavior to clinically
significant levels.

One notable difficulty in such analyses
involves defining a “‘reinforced response.” It
is not always clear how responses are rein-
forced, even with a schedule of reinforcement
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Fig. 4. Log response ratios plotted against log reinforcer ratios for Alice (top panels) and Amy (bottom panels) for
problem behavior (B;) and appropriate behavior (By). The linear equation depicts 1ntercept and slope during all
conditions of the escape assessment. Fits of Equatlon 1 and the coefficient of determination (+*) are shown in each panel.
The panels in the left column show individual sessions, and panels in the right column show means across sessions.

in place. In concurrent schedule arrange-
ments, the response for which a reinforcer is
delivered is controlled by the experimenters.
However, it is not clear whether, or to what
extent, that reinforcer influences other re-
sponses. While not presented here, different
results would have been obtained by changing
the definition of a reinforced response. Future
researchers should evaluate sequential relations
between a response and a known reinforcer
(i.e., the last response prior to reinforcer
delivery counts as ‘‘reinforced’) or temporal
relations between a response and a known
reinforcer (i.e., all responses occurring within
a set period of time prior to reinforcer delivery
count as ‘‘reinforced’’).

In addition to reducing problem behavior,
one of the goals of this investigation was to
further demonstrate the generality of the GME
(Baum, 1974). Although a lengthy analysis of
concurrent schedules of reinforcement would
not likely be necessary from a purely clinical
standpoint, useful information can be gath-
ered from such matching analyses. In addition
to providing further support for the generality

of the GME, in an experimental application
with severe problem behavior, there are impor-
tant applied considerations to this investigation.
It is important to note that merely reinforcing
appropriate behavior more than problem be-
havior did not decrease problem behavior to a
clinically significant level. It is likely that during
naturally occurring interactions between care-
givers and children, concurrent schedules of
reinforcement are in place. That is, sometimes a
caregiver reinforces problem behavior (more
than likely on a variable schedule), and
sometimes reinforces appropriate behavior. As
previous research on treatment integrity has
suggested, this could affect the long term
success of interventions to reduce problem
behavior (Vollmer, Roane et al., 1999; Wilder
et al., 2006; Worsdell et al., 2000).

The present experiment suggests several
areas for future research in which similar
analyses may be conducted using concurrent-
schedule arrangements based on naturalistic
observations. For example, descriptive analyses
(Bijou, Peterson, & Ault, 1968) could be
conducted with careproviders and the results
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could be analyzed using reinforcers identified
in a functional analysis (Iwata et al. 1982/
1994) with procedures similar to those de-
scribed by Borrero and Vollmer (2002). For
example, if descriptive analysis data showed
that problem behavior was reinforced approx-
imately every 20 s, and appropriate behavior
was reinforced every 40 s, experimental anal-
yses could be designed to represent naturally
occurring reinforcement rates in an experi-
mental context. Concurrent schedules of
reinforcement could be based on the derived
schedules of reinforcement observed during
naturally occurring situations, and a subse-
quent matching analysis could be conducted.
The extent to which relative response alloca-
tion is similar under both descriptive and
experimental arrangements may provide great-
er support for the generality of the matching
relation. It is often difficult and perhaps
unrealistic to train parents to refrain from
providing reinforcement following problem
behavior. Matching analyses may suggest the
lower limit of caregiver reinforcement that
may be provided while maintaining clinically
acceptable levels of appropriate behavior
(Vollmer, Roane, Ringdahl, & Marcus, 1999).

An additional area of future research may
include analyses of various parameters of
reinforcement. Previous research (e.g., Bor-
rero, Vollmer, Borrero, & Bourret, 2005; Mace
et al.,, 1994; see Stromer, McComas, & Re-
hfeldt, 2000 for a comprehensive review) has
suggested that duration of reinforcement
(e.g., Fisher, Piazza, & Chiang, 1996) delay to
reinforcement (e.g., Neef et al., 1994; Vollmer,
Borrero, Lalli, & Daniel, 1999), quality of
reinforcement (e.g., Francisco, Borrero, & Sy,
2008; Mace, Neef, Shade, & Mauro, 1996),
response effort (e.g., Cuvo, Lerch, Leurquin,
Gaffaney, & Poppen, 1998; Zhou, Goff, &
Iwata, 2000) and magnitude of reinforcement
(e.g., Lerman, Kelley, Vorndran, Kuhn, &
LaRue, 2002; Volkert, Lerman, & Vorndran,
2005) are important variables for evaluating
response allocation, in addition to relative rate
of reinforcement. Similar investigations could
be conducted with different parameters of
reinforcement by holding constant rate of
reinforcement. In addition, the implications
for the treatment of severe problem behavior
may be significant. Often, problem behavior is
so severe (e.g., head-banging on hard surfaces)
that it is not possible to withhold reinforce-
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ment (i.e., extinction). That is, especially in
the case of behavior reinforced by attention, it
is not possible to ignore the behavior and
some attention (e.g., blocking the response)
will likely be necessary to ensure the safety of
the individuals in the situation. However, it
may be possible to manipulate other reinforce-
ment parameters such as duration or quality of
reinforcement (Athens & Vollmer, in press).

One limitation of these experiments may be
the small number of concurrentschedule
values. For Greg and Alice, we only manipu-
lated two values for the concurrent schedules.
For Amy, we manipulated three values; how-
ever, we did not conduct a thorough analysis
of the third value (i.e., VI 60-s VI 20-s), nor did
we conduct a reversal to that phase. Future
research may also include parametric sched-
ule-value evaluations. For example, the sched-
ules could initially start with VI 20-s for
problem behavior and VI 60-s for appropriate
behavior, and then values in between (e.g., VI
25-s VI 55-s) until the schedules are reversed
(i.e., VI 60-s VI 20-s). Such evaluations may be
useful in quantifying reinforcer value by
identifying indifference points (i.e., schedule
values that produce comparable response
allocation). Using the above example, it is
possible that when the schedules are VI 35-s
for problem behavior and VI 40-s for appro-
priate behavior, responding would be allocat-
ed similarly.

A second limitation of these experiments
may be the brevity of the conditions. In a basic
preparation, it is usually possible to conduct
conditions until meeting a stability criterion.
However, in applied settings it was not always
possible to bring each condition to stability
before exposing behavior to another condi-
tion. Therefore, the matching analyses con-
ducted in these experiments may not be based
on stable responding, and this could account
for some of the variability observed. It is likely
that the early sessions in each condition
represent a transition state, during which the
participant begins to discriminate between the
concurrent schedules of reinforcement, and
that stable responding occurs towards the end
of each condition. While only the last five
sessions of each condition were included in
the matching analyses, comparisons of the
session-by-session scatter plots and the mean
scatter plots were also analyzed and suggested
that closer approximations to matching were
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observed by calculating the mean of the last
five sessions of each condition rather than
calculating all sessions in each condition. This
effect was observed for all participants. It is
also possible that the history of reinforcement
for problem behavior and appropriate behav-
ior could have affected these results, or made
problem behavior more likely. It is unknown
whether the participants’ histories of rein-
forcement favored problem or appropriate
behavior.

A third potential limitation may be that the
results were somewhat variable, and the rates
of responding did not always correspond to
the rates of reinforcement. Prior matching
studies have programmed schedule-correlated
stimuli (e.g., Neef et al., 1992) to make the
conditions more discriminable. It is possible
that better correspondence would have been
obtained had we included schedule-correlated
stimuli. While this was not an investigation of
responding during naturally occurring situa-
tions, it is not likely that schedule-correlated
stimuli are programmed in natural environ-
ments. Our goal was simply to assess behavior
under these conditions without additional
schedule-correlated stimuli and to observe
how responding was allocated. Similar proce-
dural limitations may be noted in the absence
of a COD for Alice and Amy. Although the
COD is a common manipulation in matching
research (e.g., Herrnstein, 1961), a COD was
implemented for Greg only to eliminate a
chained response that was observed. It may be
the case that a COD would not be pro-
grammed, or at least not implemented with
high integrity, in natural environments. Again,
given that the participants engaged in severe
problem behavior, conditions were designed
to be more similar to naturally occurring
concurrent schedules. However, even though
the conditions were designed in this manner,
it is important to note that we observed
undermatching in three of four data sets. As
Baum (1974) pointed out, undermatching
could be related to poor discrimination
between the schedules. It is possible that by
incorporating a COD or schedule-correlated
stimuli the GME could have better described
responding. Davison and Jenkins (1985) and
Davison and Nevin (1999) offered an alterna-
tive to the GME that would take into account
the discriminability of available reinforcers in
concurrent schedule arrangements. This “‘de-
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tection-theory model”” may provide an alter-
native explanation of these data and should be
considered in future studies.

The present experiment focused on evalu-
ating the rate of reinforcement and the effects
on problem and appropriate behavior to
determine if the GME provided descriptions
of response allocation on concurrent sched-
ules of reinforcement. This preliminary exper-
imental investigation is the first such demon-
stration with 3 individuals with developmental
disabilities who engaged in severe problem
behavior. While the results were variable,
generally they indicated that the GME de-
scribed response allocation. The limitations
associated with this investigation suggest nu-
merous areas of future research related to
problem behavior and the matching law that
could provide further support for this relation,
and address some of the difficulties noted
above. From a research standpoint, this inves-
tigation contributes to the empirical work
supporting the generality of the matching
law, although from a clinical standpoint, the
contributions may not be as clear. However,
there are clinical benefits in assessing response
allocation by determining how responses may
be reinforced on concurrent reinforcement
schedules, particularly because concurrent
schedules are likely to be in place in natural
environments. It may be particularly difficult
to determine how responses are reinforced
(temporally, sequentially, or scheduled) in the
natural environment, which is an important
consideration when training caregivers or
generalizing treatments to other settings
(e.g., home protocols, schools). It is possible
that there may be some discrepancy between
what we as researchers define as a reinforced
response, and what actually functions as a
reinforcer.
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