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4. Summary of recent advances
Multielectrode recording experiments let us measure correlations between the activity of individual
neurons and the neural circuits in which they are embedded. Recently, multielectrode studies have
been emphasizing how correlated neuronal activity is linked with behavior. Decisions are
fundamental to voluntary behavior. Here, we discuss computations necessary to turn a decision into
an action and review progress in studying correlated neural activity in areas of the brain which link
sensory and motor representations. The themes that emerge are that correlated patterns of activity in
populations of neurons can be revealed by measurements of field potential fluctuations and that these
measurements can relate the activity of individual neurons to the activity of populations of neurons
distributed across different regions of the brain. Investigations into patterns of neuronal correlation
are helping us to understand how decisions and other cognitive processes result from the interactions
between different brain systems that are responsible for controlling and regulating our behavior.

5. Introduction
Decisions have an almost universal appeal. We experience our own decisions and the sense
we have of choosing. We speak of cells choosing to divide or to die, of algorithms that divide
inputs into different outputs, and of rational markets. Even the neurophysiogical study of
decision, with its emphasis on animal models and the simplifications that implies, brings many
different influences such as sensation, reward, emotion, learning and memory to our
understanding of making a decision.

Here, the focus is on how analyzing neuronal correlations can inform sensory-motor decisions:
Decisions that involve a voluntary, flexible association between a set of sensory inputs and a
motor output that is modifiable by experience. We will start by reviewing recent evidence that
sensory-motor decisions can be viewed as the combination of two processes. One process
assigns values to sensory stimuli and another process leads to the movement expressing the
choice. Valuations involve making predictions about the outcomes of different choices, the
potential rewards and costs of choices. Choice, in turn, involves weighing the valuations for
different alternatives and selecting one to act on.

We then highlight how analyzing neuronal correlations may reveal how neural circuits perform
distributed processes like valuation and choice. Understanding the distributed neural
computations that underlie decision making and other cognitive processes represents a major
challenge for systems neuroscience. A rapidly growing body of work is developing a new
approach that uses the dynamics of neural activity to link the spiking activity of neurons to the
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neural circuits within which they are embedded. A notable direction in current research is the
emerging spike-field approach which has the potential to resolve how information is
transformed between different regions of the brain.

Sensory-motor decisions activate distributed brain networks
To allow voluntary, flexible associations, sensory-motor decisions must integrate incoming
sensory information with prior experiences involving costs and rewards. An important issue
in understanding voluntary behavior is understanding the neural circuit mechanisms by which
information about decisions, such as costs and rewards, ultimately drives movements.

The frontal and parietal cortices comprise the classical sensory-motor association cortex and
contain areas responsible for integrating sensory information to guide ongoing motor behavior.
The functional roles of the frontal-parietal cortices involve sensory, motor and cognitive
aspects and individual areas are specialized for representing different parts of the body such
as the eye, arm and hand 1-3. In the context of decision making and preparation for choice,
there is strong evidence that the valuation of an alternative modulates the firing of parietal
neurons that have been implicated in planning eye and arm movements (for a review see, 4).
The activity of these neurons is, in turn thought to bias processing in frontal regions and,
ultimately, which movements are made. When movements are being selected there is
increasing evidence that the process of selecting an alternative for action and preparing action
do not occur sequentially in time. Instead, movement planning occurs concurrently across
frontal and parietal areas for different currently available alternatives before one alternative is
used to generate a movement 5. Choice information does not always emerge across frontal and
parietal cortex at the same time. In top-down, experience-based tasks, frontal areas precede
parietal areas in signaling selection 6-8. A useful conceptual framework for these results is that
choices are made in the frontal-parietal networks through competition between different action
representations.

Competition between different action representations in the frontal-parietal cortices may
incorporate value signals that bias different outcomes by taking in inputs from other areas.
Areas of the limbic cortex, prefrontal cortex and related sub-cortical structures could provide
these inputs. These areas are believed to serve a modulatory role and provide information
necessary to regulate on-going behavior, for example by monitoring performance and signaling
rewards. Such areas are well-positioned to bias frontal-parietal action representations. An
established line of work has studied how rewards are processed by the dopaminergic system.
Current theories posit that reward processing involves the signaling of reward prediction errors
by dopaminergic neurons which project to the ventral striatum.

Unlike rewards which can be objectively determined, costs and other biases are subjective in
nature. How subjective choices are processed in the brain has historically received relatively
little attention but costs are likely to play an important role in shaping many behaviors. In one
recent study, costs were seen to drive choice behavior. Monkeys were presented with three
alternatives and rewards were randomly assigned to each alternative with equal probability.
Even though the reward distribution could not be learned, each animal adopted a specific
strategy for performing the task which reflected the effort associated with moving to select
each choice8. Several studies have examined subjective choice using an inter-temporal choice
paradigm in which subjects discount delayed rewards9-11. Temporal discounting is inherently
subjective and the tendency to discount larger, delayed rewards and prefer smaller, immediate
rewards, differs between subjects and correlates with other personality traits. Brain imaging
during inter-temporal choice reveals that activity in the ventral striatum, medial prefrontal
cortex and posterior cingulate cortex track subjective valuations expressed by choices for the
timing of primary and monetary rewards 12,10,11. In monkeys, electrical recordings of neurons
in the striatum and anterior cingulate cortex support this picture and identify a network of areas
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specifically involved in representing the costs and rewards of actions 13-15. In addition to
temporal delays, costs can depend on the effort required to obtain a reward. In rats, lesions to
orbitofrontal cortex cause impulsive choices but not effort-based decisions while anterior
cingulate cortex lesions lead to apathy but not impulsiveness 16. Evaluating the costs of time
and effort may depend on distinct brain regions within frontal cortex and depend on different
decision circuits.

These considerations can be conceptually summarized into two different systems, a sensory-
motor choice system and decision theoretic valuation system17. These systems are distributed
across different regions of the brain. A major challenge facing the neurobiological
understanding of decision making is understanding how valuation drives choice to transform
decisions into actions. Addressing this challenge requires the development of new techniques
and concepts for studying neural circuits. These neural circuit tools will be broadly relevant to
understanding many cognitive processes such as those involved in perception, action, attention,
learning and memory.

Using correlated neural activity to understand neural circuits
Understanding the computational function of interactions across neural circuits, why brain
regions communicate, involves eavesdropping on the activity of groups of neurons while
computations are being performed. Neural ensemble recordings are increasingly focusing on
characterizing the correlations in neural activity between brain regions. The premise is that the
presence or absence of correlations in neural activity across a circuit reflects the underlying
computational demands being placed on the circuit. Pair-wise correlations, higher dimensional
subspaces and manifolds, information metrics, and model-based analyses of neural signals
have all come to the fore in recent years with the goal of resolving correlations in neural
circuits18-26.

The massive divergence and convergence of synaptic connectivity within the neuropil mean
that individual neurons have measurable correlations mainly with neurons in local
microcircuits27. A recent study reexamining V1 neuron correlations within local circuits finds
pairs of individual neurons can be strikingly uncorrelated in their activity, although the role of
stimulus size is likely to be important and remains to be accounted for28. The relative lack of
correlation between spike trains from pairs of neurons makes sense when you consider that
even the activity of a neuron firing at 50 Hz is relatively sparse point process. A barrage of
synaptic events driven by correlated inputs may still fail to raise the membrane potential to the
threshold for action potential initiation29.

The relative lack of correlation in the activity of pairs of neurons should not, however, be taken
to imply that the activity of groups of neurons does not show strong correlations. In fact, there
is strong evidence that populations of neurons which have only weak correlations between
pairs of neurons can form correlated states with strong collective dynamics. Collective
dynamics in the spiking activity of groups of neurons have been characterized in the retina and
in neuronal cell cultures18. In vivo evidence for collective dynamics is also available using
neural ensemble recordings made in rats, monkeys, and humans30,19. The available evidence
points to strongly collective states that extend across long-range circuits. Truccolo et al. used
model-based analyses of recordings of neural ensembles in frontal-parietal cortex to show that
activity of neurons in frontal motor cortex was as strongly correlated with other motor cortical
neurons as it was with another group of neurons in parietal cortex19. These reports do not tie
correlated states to specific behavioral processes, like making decisions, but the signs point in
the right direction.
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Measuring neural correlations with local field potentials
Local field potentials (LFPs) offer another approach to study neural circuits through correlated
neural activity. LFPs are measured by placing an electrode within or directly on the surface of
the brain. Unlike action potentials which are generated by individual neurons, LFPs
predominantly measure synaptic potentials pooled across groups of neurons near the recording
electrode and are closely linked to trans-membrane currents31. As a result, LFP signals reflect
the presence of correlations in the activity of many neurons. Although recording from
individual neurons is challenging, measuring LFPs is easier. Crucially, while LFP signals are
related to EEG signals measured at the scalp because both measure voltages from pooled
synaptic potentials, LFP signals can reveal quite different activity patterns than EEG signals.
For example, unlike EEG, response fields calculated from LFP signals can be as informative
as response fields measured from the activity of individual neurons32,33. The relationship
between LFP signals and action potentials is hard to disentangle as correlated firing in groups
of neurons can be measured in both action potentials and LFPs. Therefore, there are reasons
to be concerned that LFP signals are biased by action potential recordings34. Increased
confidence that LFP signals are not significantly biased by action potentials comes from
observations that the coupling between action potentials and LFP signals varies in a task-
dependent manner33 and that informative LFP signals can be measured on electrodes even
when the spiking activity of neurons cannot35.

Since LFPs are sensitive to correlations in neural activity and are relatively easy to record,
LFPs may play an important role in understanding how information is processed between
different regions of the brain. The study of LFPs has a long history in, for example, the olfactory
bulb and the hippocampus and has played a fundamental role in our understanding of sleep
and clinical states like epilepsy. In contrast, the use of LFPs to study how information is
processed in other neural circuits remains at a relatively early stage. That said, more and more
work shows that LFPs measured in cortex and in subcortical structures like the basal ganglia,
amygdala, and thalamus have rich dynamics reflecting strongly correlated states36-39. In the
sensory-motor areas of the frontal and parietal cortex, studies have implicated LFPs in plans
to make saccadic movements of the eyes33, reaching movements of the arm40, grasping
movements of the hand41, ongoing motor control and processing of visual-motor
information42,43, the orientation of spatial attention7, working memory33,44, and decision
making8. Recent work using MEG extends some of these results to human parietal cortex45.

The mechanism of LFP measurements involve a complex dependence between the electrode
and the current sources in the brain46. At root, measuring the LFP voltage involves summing
across many neural elements with particular spatial and temporal correlations. If the currents
generated by neural activity flow in different directions and are uncorrelated across the spatial
extent of tissue, LFP signals will be small. LFPs also selectively represent neural signals that
share temporal correlations such as those found when many neurons fire together in synchrony.
Consequently, LFPs are intrinsically measures of neural correlation. Getting to the heart of
LFP measurements involves understanding how correlated neural activity is reflected in the
LFP.

Progress on understanding how current sources generate different features of LFP activity is
most advanced in the hippocampal formation where the mechanisms and properties of different
rhythms in the theta and gamma frequency bands are being elucidated, most recently through
studies of travelling waves and coherence between CA1, CA3 and entorhinal cortical
regions47,48. In the neocortex, studies of the mechanism of LFP measurements have focused
on understanding how LFP signals propagate passively within tissue and place limitations on
how LFPs are passively filtered by the cortex. Two recent studies examine how far LFP signals
passively spread in cortex using very different approaches49,50. The results are remarkably
similar. Katzner et al. optically image orientation selectivity columns and fit LFP responses to
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visual stimuli by blurring the orientation maps49. They find a best fit between LFP tuning and
orientation selectivity when blurring with a Gaussian with radius of ~250 um. Xing et al. use
the retinotopy of V1 to infer the spread of LFP signals driven by visual input50. They analyze
the difference between the sizes of response fields measured using multiunit and LFP activity
and reason that if the increased size of LFP response fields compared with multiunit response
fields can be purely attributed to passive current spread, the LFP spreads by no more than ~250
um. This is an upper bound on the degree of spread due to passive mechanisms because the
difference in response field size likely includes a contribution from active neural correlations.
How much LFP signals at different frequencies can be distorted by capacitive components in
cortical tissue has also been measured. Measuring the impedance of cortical tissue reveals that,
at the frequencies of interest, < 300 Hz, cortical tissue behaves like an anisotropic ohmic
resistor51. As a result, the passive propagation of LFP signals is influenced by cortical layers
but is relatively undistorted by capacitive neural elements.

While these studies do not directly speak to how LFP signals reflect correlated neural activity,
they provide important bounds beyond which active neural processes must shape LFP signals.
The message is that correlations in LFP signals that extend beyond several hundred microns
are due to active neural mechanisms and the fact that LFP power is present at lower temporal
frequencies (< 100 Hz) and reduced at higher temporal frequencies (> 100 Hz) is not due to
capacitive cortical filtering.

Measuring neural interactions between distant neural populations
Understanding how neural correlations can inform us about interactions between neural
populations in different brain regions is likely to be essential for understanding distributed
computations like the transformation of value into choice. One promising approach to
understanding long-range interactions is a spike-field approach that depends on the combined
analysis of spiking and LFP activity.

There are several reasons why analyzing both spiking and LFP activity could offer advantages
over studying either signal alone. The distinction between action potentials and synaptic
potentials means spiking and LFP activity represent different yet complementary aspects of
neural processing. In the context of a distributed network, spiking of a population of neurons
will form the output of an area while LFP activity may be more sensitive to the local processes
within the area and inputs to the area from other areas. Dissociations between the content of
spiking and LFP signals within an area could be informative about how an area transforms
inputs into outputs52. In FEF, this line of argument has been used to implicate FEF as the site
where selection for eye movements first emerges7. Supporting evidence comes from the
properties spike and LFP responses in MT and MST to visual motion. LFPs in MST were found
to encode motion with properties similar to spiking in MT while LFPs in MT had properties
more similar to neurons in V138. The implication of this work is that LFPs encode the feed-
forward sensory afferents into each area.

Reasoning about how spiking and LFP activity differentially encode decision signals may be
effective in understanding how areas transform values into choices. There are many studies of
how single unit activity encodes value-based signals in a variety of frontal and parietal regions.
Studies of LFP activity in monkeys performing decision tasks that parametrically manipulate
value-based signals have not yet been reported. Establishing whether the spike-field approach
can track transformations between the interlinked brain regions that form decision circuits is
an exciting new direction.

Another advantage of the spike-field approach involves the analysis of correlations in
simultaneous recordings between brain regions. When faced with the task of understanding
multiple brain areas, LFP signals may provide a measure of correlated local activity that can
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be linked to the activity of nearby neurons in the local circuit as well as to the activity of neurons
in other regions. Unlike correlations between individual neurons, LFP signals in different brain
regions display rich patterns of correlation. Such correlations likely reflect the underlying
computational demands being placed on the circuit. The role of gamma band synchronization
has received particular emphasis53 and correlations at other frequencies may also play an
important role.

A growing number of spike-field studies report task-dependent long-range correlations,
indicating that synchronization at specific frequencies may reflect inter-area
communication6,8,54,55. Buschman and Miller examine prefrontal interactions with parietal
cortex during attentional processing and link bottom-up attention with synchronization at 22-35
Hz while synchronization at 35-55 Hz is linked to top-down attention6. Gregoriou et al examine
gamma frequency band interactions between FEF and V4 during attention and find evidence
for a driving influence of activity in FEF on activity in V454. Saalman et al, find correlations
between parietal area LIP and visual area MT are consistent with parietal neurons selectively
increasing activity in the sensory area during attention55. During a decision making task, we
found activity at a lower 15 Hz frequency band was correlated between the dorsal premotor
cortex and the parietal reach region, two interconnected reach-related areas of the frontal and
parietal cortex, when monkeys were freely choosing reach targets more than when they
followed externally-imposed instructions8. Interestingly, in this study, the neurons that
exhibited long-range correlation predicted the outcome of the decision earlier than neurons
that did not suggesting that a decision circuit was activated between frontal and parietal cortex.
Since freely choosing targets required costs and not rewards to drive choices, frontal-parietal
correlations may be modulated by inputs from valuation system.

Overall, these and other similar studies open the door to using neural correlations to understand
how brain areas communicate with each other to guide behavior. At this point, processing in
particular frequency bands seems to be linked to specific brain circuits and, perhaps, cognitive
processes. How these patterns of correlation activity reflect the communication of information
between brain regions that drive behavioral processes remains an important, challenging goal
for the future.

7. Conclusions
Analyzing neural correlations between spiking activity and LFP signals to identify interactions
between distant areas is a new approach that is already starting to bear fruit. Simultaneous
neural ensemble recordings from different brain regions, while technically more demanding
than spike-field measurements, also have the potential to reveal how correlated states reflect
neural computations that are distributed across brain regions. In this review, integration of
value and choice activity across distributed neuronal networks when making a decision has
been highlighted and illustrates a potentially general approach to tackling the challenge of
understanding how interactions between different brain regions can drive behavior.

Highlights

• • Gregoriou GG, Gotts SJ, Zhou H, Desimone R. High-frequency, long-range coupling
between prefrontal and visual cortex during attention. Science. 2009;324(5931):1207-1210.

The most recent of a set of studies that examine, for the first time, the structure of inter-
areal spike-field correlations and their relationship to behavior. The role of long-range
gamma frequency coupling during attention is emphasized in this work.

• • Khawaja FA, Tsui JMG, Pack CC. Pattern motion selectivity of spiking outputs and local
field potentials in macaque visual cortex. J. Neurosci. 2009;29(43):13702-13709.
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An elegant study that leverages our knowledge of the progression of neural encoding in the
dorsal visual stream to link information encoded by spiking activity at one level in the
hierarchy with LFP activity at the next.

• • Monosov IE, Trageser JC, Thompson KG. Measurements of simultaneously recorded
spiking activity and local field potentials suggest that spatial selection emerges in the frontal
eye field. Neuron. 2008;57(4):614-625.

A clever analysis of the timing of selectivity in spike and LFP activity in the frontal eye
fields during a popout search task. The analysis of signal timing is a classic approach to
understanding the flow of information in the brain. This study suggests that comparisons
of signal timing between spiking and LFP activity could be a powerful extension of studies
of timing.

• Buschman TJ, Miller EK. Top-down versus bottom-up control of attention in the prefrontal
and posterior parietal cortices. Science. 2007;315(5820):1860.

This study measures LFP coherence between the frontal and parietal cortices to
disambiguate bottom-up and top-down attentional processing. The authors highlight the
role that neural activity at different frequencies may play in attentional processing.

• Xing D, Yeh C, Shapley RM. Spatial spread of the local field potential and its laminar
variation in visual cortex. J. Neurosci. 2009;29(37):11540-11549.

An ingenious approach that uses a simple model to infer the spatial spread of LFP activity.
The authors drive the inputs to V1 with visual stimuli and use the cortical magnification
factor to transform the visual spread of neural signals to the corresponding spread in cortex.

• Kable JW, Glimcher PW. The neurobiology of decision: consensus and controversy.
Neuron. 2009;63(6):733-745.

A recent review the presents a broad survey of the latest thinking on the neural mechanisms
of decision.

Acknowledgments
Work in the author’s lab is supported by a McKnight Scholar award, a Career Award in the Biomedical Sciences from
the Burroughs Wellcome Fund, a Sloan Research Fellowship, a Watson Program Investigator Award from NYSTAR,
a CRCNS award from the NIMH, and the Swartz Foundation.

10. References
1. Cui H, Andersen RA. Posterior parietal cortex encodes autonomously selected motor plans. Neuron

2007;56(3):552–559. [PubMed: 17988637]
2. Freedman DJ, Assad JA. Distinct encoding of spatial and nonspatial visual information in parietal

cortex. J. Neurosci 2009;29(17):5671–5680. [PubMed: 19403833]
3. Ipata AE, Gee AL, Gottlieb J, Bisley JW, Goldberg ME. LIP responses to a popout stimulus are reduced

if it is overtly ignored. Nat. Neurosci 2006;9(8):1071–1076. [PubMed: 16819520]
4. Sugrue LP, Corrado GS, Newsome WT. Choosing the greater of two goods: neural currencies for

valuation and decision making. Nat. Rev. Neurosci 2005;6(5):363–375. [PubMed: 15832198]
5. Cisek P. Cortical mechanisms of action selection: the affordance competition hypothesis. Philos. Trans.

R. Soc. Lond., B, Biol. Sci 2007;362(1485):1585–1599. [PubMed: 17428779]
6. Buschman TJ, Miller EK. Top-down versus bottom-up control of attention in the prefrontal and

posterior parietal cortices. Science 2007;315(5820):1860. [PubMed: 17395832]
7. Monosov IE, Trageser JC, Thompson KG. Measurements of simultaneously recorded spiking activity

and local field potentials suggest that spatial selection emerges in the frontal eye field. Neuron 2008;57
(4):614–625. [PubMed: 18304489]

Pesaran Page 7

Curr Opin Neurobiol. Author manuscript; available in PMC 2011 April 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



8. Pesaran B, Nelson MJ, Andersen RA. Free choice activates a decision circuit between frontal and
parietal cortex. Nature 2008;453(7193):406–409. [PubMed: 18418380]

9. Hwang J, Soyoun K, Lee D. Temporal discounting and inter-temporal choice in rhesus monkeys. Front.
Behav. Neurosci 2009;3:9. [PubMed: 19562091]

10. Kable JW, Glimcher PW. The neural correlates of subjective value during intertemporal choice. Nat.
Neurosci 2007;10(12):1625–1633. [PubMed: 17982449]

11. McClure SM, Ericson KM, Laibson DI, Loewenstein G, Cohen JD. Time discounting for primary
rewards. J. Neurosci 2007;27(21):5796–5804. [PubMed: 17522323]

12. Gregorios-Pippas L, Tobler PN, Schultz W. Short-term temporal discounting of reward value in
human ventral striatum. J. Neurophysiol 2009;101(3):1507–1523. [PubMed: 19164109]

13. Hayden BY, Pearson JM, Platt ML. Fictive reward signals in the anterior cingulate cortex. Science
2009;324(5929):948–950. [PubMed: 19443783]

14. Lau B, Glimcher PW. Action and outcome encoding in the primate caudate nucleus. J. Neurosci
2007;27(52):14502–14514. [PubMed: 18160658]

15. Samejima K, Ueda Y, Doya K, Kimura M. Representation of Action-Specific Reward Values in the
Striatum. Science 2005;310(5752):1337–1340. [PubMed: 16311337]

16. Rudebeck PH, Walton ME, Smyth AN, Bannerman DM, Rushworth MFS. Separate neural pathways
process different decision costs. Nat. Neurosci 2006;9(9):1161–1168. [PubMed: 16921368]

17. Kable JW, Glimcher PW. The neurobiology of decision: consensus and controversy. Neuron 2009;63
(6):733–745. [PubMed: 19778504]

18. Schneidman E, Berry MJ, Segev R, Bialek W. Weak pairwise correlations imply strongly correlated
network states in a neural population. Nature 2006;440(7087):1007–1012. [PubMed: 16625187]

19. Truccolo W, Hochberg LR, Donoghue JP. Collective dynamics in human and monkey sensorimotor
cortex: predicting single neuron spikes. Nat. Neurosci 2010;13(1):105–111. [PubMed: 19966837]

20. Broome BM, Jayaraman V, Laurent G. Encoding and decoding of overlapping odor sequences.
Neuron 2006;51(4):467–482. [PubMed: 16908412]

21. Yu BM, Cunningham JP, Santhanam G, et al. Gaussian-process factor analysis for low-dimensional
single-trial analysis of neural population activity. J. Neurophysiol 2009;102(1):614–635. [PubMed:
19357332]

22. Pillow JW, Shlens J, Paninski L, et al. Spatio-temporal correlations and visual signalling in a complete
neuronal population. Nature 2008;454(7207):995–999. [PubMed: 18650810]

23. Truccolo W, Eden UT, Fellows MR, Donoghue JP, Brown EN. A point process framework for relating
neural spiking activity to spiking history, neural ensemble, and extrinsic covariate effects. J.
Neurophysiol 2005;93(2):1074–1089. [PubMed: 15356183]

24. Mitra PP, Pesaran B. Analysis of dynamic brain imaging data. Biophys. J 1999;76(2):691–708.
[PubMed: 9929474]

25. Lüdtke N, Panzeri S, Brown M, et al. Information-theoretic sensitivity analysis: a general method for
credit assignment in complex networks. J R Soc Interface 2008;5(19):223–235. [PubMed: 17594961]

26. Shlens J, Field GD, Gauthier JL, et al. The structure of multi-neuron firing patterns in primate retina.
J. Neurosci 2006;26(32):8254–8266. [PubMed: 16899720]

27. Kohn A, Smith MA. Stimulus dependence of neuronal correlation in primary visual cortex of the
macaque. J. Neurosci 2005;25(14):3661–3673. [PubMed: 15814797]

28. Ecker AS, Berens P, Keliris GA, et al. Decorrelated neuronal firing in cortical microcircuits. Science
2010;327(5965):584–587. [PubMed: 20110506]

29. Renart A, de la Rocha J, Bartho P, et al. The asynchronous state in cortical circuits. Science 2010;327
(5965):587–590. [PubMed: 20110507]

30. Harris KD, Csicsvari J, Hirase H, Dragoi G, Buzsáki G. Organization of cell assemblies in the
hippocampus. Nature 2003;424(6948):552–556. [PubMed: 12891358]

31. Frost JD Jr. EEG-intracellular potential relationships in isolated cerebral cortex.
Electroencephalography and Clinical Neurophysiology 1968;24(5):434–443. [PubMed: 4172360]

32. Mehring C, Rickert J, Vaadia E, et al. Inference of hand movements from local field potentials in
monkey motor cortex. Nat. Neurosci 2003;6(12):1253–1254. [PubMed: 14634657]

Pesaran Page 8

Curr Opin Neurobiol. Author manuscript; available in PMC 2011 April 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



33. Pesaran B, Pezaris JS, Sahani M, Mitra PP, Andersen RA. Temporal structure in neuronal activity
during working memory in macaque parietal cortex. Nat. Neurosci 2002;5(8):805–811. [PubMed:
12134152]

34. David SV, Malaval N, Shamma SA. Decoupling action potential bias from cortical local field
potentials. Comput Intell Neurosci 2010:393019. [PubMed: 20169096]

35. Bokil HS, Pesaran B, Andersen RA, Mitra PP. A method for detection and classification of events in
neural activity. IEEE Trans Biomed Eng 2006;53(8):1678–1687. [PubMed: 16916103]

36. Popescu AT, Popa D, Pare D. Coherent gamma oscillations couple the amygdala and striatum during
learning. Nat Neurosci 2009;12(6):801–807. [PubMed: 19430471]

37. DeCoteau WE, Thorn C, Gibson DJ, et al. Learning-related coordination of striatal and hippocampal
theta rhythms during acquisition of a procedural maze task. Proc. Natl. Acad. Sci. U.S.A 2007;104
(13):5644–5649. [PubMed: 17372196]

38. Khawaja FA, Tsui JMG, Pack CC. Pattern motion selectivity of spiking outputs and local field
potentials in macaque visual cortex. J. Neurosci 2009;29(43):13702–13709. [PubMed: 19864582]

39. Wilke M, Mueller K, Leopold DA. Neural activity in the visual thalamus reflects perceptual
suppression. Proc. Natl. Acad. Sci. U.S.A 2009;106(23):9465–9470. [PubMed: 19458249]

40. Scherberger H, Jarvis MR, Andersen RA. Cortical local field potential encodes movement intentions
in the posterior parietal cortex. Neuron 2005;46(2):347–354. [PubMed: 15848811]

41. Spinks RL, Kraskov A, Brochier T, Umilta MA, Lemon RN. Selectivity for grasp in local field
potential and single neuron activity recorded simultaneously from M1 and F5 in the awake macaque
monkey. J. Neurosci 2008;28(43):10961–10971. [PubMed: 18945904]

42. Rubino D, Robbins KA, Hatsopoulos NG. Propagating waves mediate information transfer in the
motor cortex. Nat Neurosci 9(12):1549–1557. [PubMed: 17115042]

43. O’Leary JG, Hatsopoulos NG. Early visuomotor representations revealed from evoked local field
potentials in motor and premotor cortical areas. J. Neurophysiol 2006;96(3):1492–1506. [PubMed:
16738219]

44. Siegel M, Warden MR, Miller EK. Phase-dependent neuronal coding of objects in short-term memory.
Proc. Natl. Acad. Sci. U.S.A 2009;106(50):21341–21346. [PubMed: 19926847]

45. Van Der Werf J, Jensen O, Fries P, Medendorp WP. Neuronal synchronization in human posterior
parietal cortex during reach planning. J. Neurosci 2010;30(4):1402–1412. [PubMed: 20107066]

46. Pesaran B. Uncovering the mysterious origins of local field potentials. Neuron 2009;61(1):1–2.
[PubMed: 19146806]

47. Lubenov EV, Siapas AG. Hippocampal theta oscillations are travelling waves. Nature 2009;459
(7246):534–539. [PubMed: 19489117]

48. Colgin LL, Denninger T, Fyhn M, et al. Frequency of gamma oscillations routes flow of information
in the hippocampus. Nature 2009;462(7271):353–357. [PubMed: 19924214]

49. Katzner S, Nauhaus I, Benucci A, et al. Local origin of field potentials in visual cortex. Neuron
2009;61(1):35–41. [PubMed: 19146811]

50. Xing D, Yeh C, Shapley RM. Spatial spread of the local field potential and its laminar variation in
visual cortex. J. Neurosci 2009;29(37):11540–11549. [PubMed: 19759301]

51. Logothetis NK, Kayser C, Oeltermann A. In vivo measurement of cortical impedance spectrum in
monkeys: implications for signal propagation. Neuron 2007;55(5):809–823. [PubMed: 17785187]

52. Nielsen KJ, Logothetis NK, Rainer G. Dissociation between local field potentials and spiking activity
in macaque inferior temporal cortex reveals diagnosticity-based encoding of complex objects. J.
Neurosci 2006;26(38):9639–9645. [PubMed: 16988034]

53. Fries P. Neuronal gamma-band synchronization as a fundamental process in cortical computation.
Annu. Rev. Neurosci 2009;32:209–224. [PubMed: 19400723]

54. Gregoriou GG, Gotts SJ, Zhou H, Desimone R. High-frequency, long-range coupling between
prefrontal and visual cortex during attention. Science 2009;324(5931):1207–1210. [PubMed:
19478185]

55. Saalmann YB, Pigarev IN, Vidyasagar TR. Neural mechanisms of visual attention: how top-down
feedback highlights relevant locations. Science 2007;316(5831):1612–1615. [PubMed: 17569863]

Pesaran Page 9

Curr Opin Neurobiol. Author manuscript; available in PMC 2011 April 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript


