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A single social phenomenon (such as crime, unemployment, or
birthrate) can be observed through temporal series corresponding
to units at different levels (i.e., cities, regions, and countries). Units
at a given local level may follow a collective trend imposed by
external conditions, but also may display fluctuations of purely lo-
cal origin. The local behavior is usually computed as the difference
between the local data and a global average (e.g, a national aver-
age), a viewpoint that can be very misleading. We propose here a
method for separating the local dynamics from the global trend in a
collection of correlated time series. We take an independent
component analysis approach in which we do not assume a small
average local contribution in contrast with previously proposed
methods. We first test our method on synthetic series generated
by correlated random walkers. We then consider crime rate series
(in the United States and France) and the evolution of obesity rate
in the United States, which are two important examples of societal
measures. For the crime rates in the United States, we observe
large fluctuations in the transition period of mid-70s during which
crime rates increased significantly, whereas since the 80s, the state
crime rates are governed by external factors and the importance of
local specificities being decreasing. In the case of obesity, our meth-
od shows that external factors dominate the evolution of obesity
since 2000, and that different states can have different dynamical
behavior even if their obesity prevalence is similar.

time series analysis ∣ global trend ∣ crime rate ∣ obesity ∣
independent component analysis

Large complex systems are composed of various interconnected
components. The measure of the behavior of a single compo-

nent thus results from the superimposition of different factors
acting at different levels. Common factors such as global trends
or external socioeconomic conditions obviously play a role but
usually different subunits (such as users of the Internet and states
or regions in a country) will react in different ways and add their
local dynamics to the collective pattern. For example, the number
of downloads on a website depends on factors such as the time of
the day but one can also observe fluctuations from a user to an-
other one (1). In the case of criminality, favorable socioeconomic
conditions will impose a global decreasing trend whereas local
policies will affect the regional time series. In the case of financial
series, the market imposes its own trend and some stocks respond
to it more or less dramatically. In all these cases it is important
to be able to distinguish if the stocks or regions are at the source
of their fluctuations or if on the opposite, they just follow the
collective trend.

Extracting local effects in a collection of time series is thus a
crucial problem in assessing the efficiency of local policies and
more generally, for the understanding of the causes of fluctua-
tions. This problem is very general and as the availability of
data is always increasing particularly in social sciences, it becomes
always more important for the modeling (2) and the understand-
ing of these systems. There is obviously a huge literature on study-
ing stochastic signals (3) ranging from standard methods to
more recent ones such as the detrended fluctuation analysis
(4), independent component analysis (5–7), and separation of ex-
ternal and internal variables (8, 9). Most of these methods treat

the internal dynamics as a small unbiased local perturbation that
is in contrast with the method proposed here.

In a first part we present the method. In a second part, we test
it on synthetic series generated by correlated random walkers. We
then apply the method to empirical data of crime rates in the
United States and France, and obesity rates in the United States,
for which no general quantitative method is known to provide a
separation between global and local trends.

Model and Method
In general, one has a set of time series ff igi¼1;…;NðtÞ where
t ¼ 1;…; T. The index i refers to a particular unit on a specific
scale such as a region, city, or a country. The problem we address
consists of extracting the collective trend and the effect of local
contributions. One way to do so is to assume the signal f iðtÞ to be
of the form

f iðtÞ ¼ f exti ðtÞ þ f inti ðtÞ [1]

where the “external” part, f exti ðtÞ, represents the impact on the
region i of a global trend, whereas the “internal” part, f inti , repre-
sents the contribution due to purely local factors. Usually, to dis-
cuss the impact of local policies, one compares a regional (local)
curve f i to the average (the national average in case of regions of
a country) computed as

f avðtÞ ¼ ð1∕NÞ∑
i

f i [2]

(or f av ¼ ∑inif i∕∑ini if one has intensive variables and popula-
tions ni). Although reasonable at first sight, this assumes that the
local component is purely additive: f iðtÞ ¼ f avðtÞ þ local term. In
this article, following (8, 9), we will rather consider the possibility
of having both multiplicative and additive contributions. More
specifically, we assume

f exti ðtÞ ¼ aiwðtÞ [3]

where wðtÞ is a collective trend common to all series, and which
affects each region i with a corresponding prefactor ai. These
coefficients are assumed to depend weakly on the period consid-
ered; i.e., to vary slowly with time. We thus write

f iðtÞ ¼ aiwðtÞ þ f inti ðtÞ: [4]

We first note that the global trend w is known up to a multipli-
cative factor only (one cannot distinguish aiw from ðaizÞðw∕zÞ
whatever z ≠ 0) and we will come back to this issue of scale later.
Also, the purely additive case is recovered if the ais are indepen-
dent of i. If on the contrary the ais are different from one region
to the other, the national average [2], f av ¼ f̄ ¼ ð1∕NÞ∑if i, is
then given by
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f̄ ðtÞ ¼ āwðtÞ þ f̄ int: [5]

Here and in the following we denote the sample average, that is
the average over all units i, by a bar, ·̄, and the temporal average
by brackets h·i. The “naïve” local contribution is then estimated
by the difference with the national average

f int;ni ðtÞ ¼ f iðtÞ − f̄ ðtÞ ¼ ðai − āÞwðtÞ þ f inti ðtÞ − f̄ intðtÞ: [6]

The estimated local contribution f int;ni ðtÞ can thus be very differ-
ent from the original one, f inti ðtÞ, and the difference jf int;ni ðtÞ−
f inti ðtÞj will be very large at all times t where wðtÞ is large (note
that the conclusion would be the same by taking the national
average as f avðtÞ ¼ ∑inif i∕∑ini). This demonstrates that compar-
ing local time series with the naive average could in general be
very misleading. Beside the correct computation of the external
and internal contributions, the existence of both multiplicative
and additive local contributions implies that the effect of local
policies must be analyzed by considering both how the local unit
i follows the global trend (ai) and how evolves the purely internal
contribution (f inti ).

In a previous study (8), de Menezes and Barabasi proposed a
simple method to separate the two contributions, internal (f inti )
and external (f exti written as aiwðtÞ). They assume that the tem-
poral average hf inti i is zero, and compute the external and internal
parts by writing

ai ¼
∑
t

f iðtÞ
1
N∑

t
∑
j

f jðtÞ
¼ hf ii∕hf̄ i [7]

and f exti ðtÞ ¼ aif̄ ðtÞ. This method can be shown to be correct in
very specific situations, such as the case where f i is the fluctuating
number of random walkers at node i in a network, but in many
cases however, one can expect that the local contributions have a
non-zero sample average and the method of refs. 8 and 9 will
yield incorrect results. Indeed, if the hypothesis [4] is exact, this
method would give for w the estimate bwðtÞ ¼ āwðtÞ þ f̄ intðtÞ, and
in the limit jwðtÞj → ∞ for t → ∞ would lead to the estimatesbai ≈ ai∕ā and cf inti ≈ f inti − aif̄

int∕ā, which are different from the
exact results, except if f̄ int ¼ 0.

To separate the two contributions we propose in this article a
totally different approach, by taking an independent component
analysis point of view in which we do not assume that the local
contribution has a zero average (over time and/or over the
regions). To express the idea that the internal contribution is
by definition what is specifically independent of the global trend,
and that the correlations between regions exist essentially only
through their dependence in the global trend, we impose that
the global trend is statistically independent from local fluctua-
tions

hwf inti ic ¼ 0 [8]

(we denote by h:ic the connected correlation hABic ¼ hABi−
hAihBi), and that these local fluctuations are essentially indepen-
dent from region to region, that is for i ≠ j

hf inti f intj ic ≈ 0 [9]

where this statement will be made more precise below. We show
that, for large N, these constraints [8] and [9] are sufficient to
extract estimates of the global trend w and of the ais.

We denote by μw the average of w and by σw its dispersion, so
that we write

wðtÞ ¼ μw þ σwW ðtÞ [10]

with hW i ¼ 0 and hW 2i ¼ 1. If we denote by FiðtÞ ¼ f iðtÞ − hf ii
and Gi ¼ f inti − hf inti i, we have

FiðtÞ ¼ AiW ðtÞ þGiðtÞ [11]

with
Ai ¼ aiσw: [12]

Note that ðσexti Þ2 ≡ hðf exti Þ2ic ¼ A2
i . If we now consider the corre-

lations between these centered quantities, Cij ¼ hFiFji, we find

Cij ¼ AiAj þ hGiGji: [13]

If we assume that for i ≠ j hGiGji is negligible (of order 1∕N)
compared to AiAj (which is what we mean by having small cor-
relations between internal components in Eq. 9), from this last
expression we can show that at the dominant order in N, we have

∑
j∕j≠i

Cij ≃ AiNĀ [14]

∑
i;j∕i≠j

Cij ≃ N2Ā2: [15]

These equations lead to

Ai ¼
∑
j∕j≠i

Cij

ð ∑
j;j0∕j≠j0

Cjj0 Þ1∕2
[16]

which is valid when hḠ2i ≪ Ā2. We note that our method has a
meaning only if strong correlations exist between the different f is
and if it is not the case, the definition of a global trend makes no
sense and the approximation used in our calculations are
not valid.

In SI Text section 1, we show that the factors Ais can also be
computed as the components of the eigenvector corresponding to
the largest eigenvalue of Cij—a method that is valid under the
weaker assumption of having a small number (compared to N)
of nondiagonal terms of the matrix Dij ¼ hGiGji that are not
negligible.

Once the quantities Ai are known, we can compute the global
normalized pattern W ðtÞ with the reasonable estimator given
by F∕A,

W ðtÞ≃ F̄
A
: [17]

Indeed,

F̄
A
ðtÞ ¼ 1

N∑
i

Fi

Ai
¼ W ðtÞ þ Ḡ

A
[18]

and because the quantity G∕A is a sum of independent variables
with zero mean, we can expect it to behave as 1∕

ffiffiffiffi
N

p
. We can

show that this actually results from the initial assumptions. In-
deed, by construction hG∕Ai ¼ 0 and the second moment is

��
Ḡ
A

�
2
�

¼ 1

N2 ∑
ij

hGiGji
AiAj

: [19]

By assumption, we have hGiGji ≈ 0 if i ≠ j and we thus
obtain G∕A ∼ 1∕

ffiffiffiffi
N

p
.

The computation of the Ais and of W is equivalent to an in-
dependent component analysis (ICA) (5–7) with a single source
(the global trend) and a large number N of sensors. However,
in contrast with the standard ICA, we are not interested in
getting only the sources (here the trend W ), but also the internal
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contributions (which, in a standard ICA framework, would be
considered as noise terms, typically assumed to be small). We
have already the Ais, and because W ðtÞ has been calculated we
can compute Gi ¼ FiðtÞ − AiW ðtÞ. We thus obtain at this stage

hf ii ¼ Ai
μw
σw

þ hf inti i: [20]

This is a set of N equations for N þ 1 unknown (μw∕σw and the
hf inti is) and we are thus left with one free parameter, the ratio
μw∕σw. Knowing its value would give the N local averages, the
hf inti is. Less importantly, one may want also to fix the average
μw (hence both μw and σw) to fully determine the pattern wðtÞ:
This will be of interest only for making a direct comparison
between this pattern and the national average [2]. Eq. 20 suggests
a statistical linear correlation between hf ii and Ai, with a slope
given by μw∕σw. We will indeed observe a linear correlation in
the datasets (see next section). However, it could be that the
hf inti is themselves are correlated with the Ais. Hence, and unfor-
tunately, a linear regression cannot be used to get an unbiased
estimate of the parameter μw∕σw. In the absence of additional
information or hypothesis this parameter remains arbitrary. How-
ever, one may compare the qualitative results obtained for differ-
ent choices of μw∕σw: which properties are robust, and which ones
are fragile. In particular one would like to be able to access how a
given region is behaving, compared to another given region, and/
or to the global trend. To do so, in the applications below we will
in particular analyze: (i) the correlations between the two local
terms, Ai and hf inti i; (ii) the robustness of the rank given by
the hf inti is; (iii) the sign of hf inti i; and (iv) the quantitative and qua-
litative similarities between f inti ðtÞ and the naive estimate f int;ni ðtÞ.

We will focus on two particular scenarios. First, one may ask
the global trend to fall right in the middle of the N series. There
are different ways to quantify this. One way to do so is to note
that, in the absence of internal contribution, f i∕ai would be equal
to w, hence hf ii∕Ai would be equal to μw∕σw. Therefore we may
compute μw∕σw by imposing

μw
σw

¼ 1

N∑
i

hf ii
Ai

; [21]

which is thus equivalent to impose 1
N∑i

hf inti i
Ai

¼ 0. An alternative is
to ask the resulting f inti to be as close as possible to the naive ones
[6], by minimizing ð1∕NÞ∑ihðf inti − f int;ni Þ2i, which gives

μw
σw

¼ hf aviĀ
Ā2

: [22]

In both cases one may then fix μw from μw ¼ hf avi or by imposing
wðt0Þ ¼ f avðt0Þ for some arbitrary chosen t0. Finally, one may
rather ask for a conservative comparison with the naive approach
by minimizing the difference between w and f av: either by writing
μw ¼ hf avi (or wðt0Þ ¼ f avðt0Þ) and σw ¼ hðf avÞ2ic, or by minimiz-
ing hðw − f avÞ2i, which gives

μw ¼ hf avi and σw ¼ hWf avi: [23]

For N is large, one can check that the results depend weakly on
any one of these reasonable choices.

The second scenario considers the correlations between the
hf inti is and the Ais. As we will see, the first hypothesis leads to
a strictly negative correlation. An alternative is thus to explore
the consequences of assuming no correlations, hence asking
for

Ahf inti − Āhf̄ inti ¼ 0; [24]

which implies that the slope of the observed linear correlation hf ii
with Ai gives the value of μw∕σw. As explained above, for each

application below we will discuss the robustness of the results
with respect to these choices of the parameter μw∕σw.

We can now summarize our method. It consists of (i) estimat-
ing the Ais using Eq. 16 [or using the eigenvector corresponding
to the largest eigenvalue of the correlation matrix (SI Text)], (ii)
computing W using Eq. 17, and finally (iii) comparing the results
for different hypothesis on μw∕σw as discussed above. We propose
to call this method the External Trend and Internal Component
Analysis (ETICA). We note that if the hypotheses [4], [8], and [9]
are correct, the method gives estimates of W , the Ais (hence of
f inti − hf inti i), which become exact in the limit t and N large, and a
good estimate of the full trend w (hence of the hf inti i) whenever
this trend, qualitatively, does fall in the middle of the time series.

Once we have extracted with this method the local contribu-
tion f inti , and the collective pattern wðtÞ together with its redistri-
bution factor ai for each local series, we can study different
quantities, as illustrated below on different applications of the
method. In general, although this method gives a pattern wðtÞ
very similar to the sample average f̄ ðtÞ, we will see that there
is nontrivial structure in the prefactors ais leading to non trivial
local contributions f inti ðtÞ.

In some cases one may expect to have, in addition to the local
contribution, a linear combination of several global trends
(a small number of “sources”): We leave for future work the ex-
tension of our method to several external trends.

Applications: Correlated Random Walkers, Crime Rates in
the United States and France, and Obesity in the United
States.
We first test our method on synthetic series and we then illustrate
it on crime rate series (in the United States and in France) and on
US obesity rate series. For the crime rates, a plot of the time ser-
ies shows that obviously a common trend exists (Fig. 1). After
computing the internal and external terms, we perform different
tests to assess the validity of the approach. In particular, Fig. 2
shows a plot of the local factors Ais versus the data time-averages,
the hf iis. One observes a statistical linear correlation in the four
set of time series. We stress that the Ais are computed from the
covariance matrix of the data, hence after removing the means
from the time series. The fact that we do observe a linear correla-
tion is thus a hint that our hypothesis on the data structure is rea-
sonable (in contrast the very good linear correlation observed in
refs. 8 and 9 can be shown to be an artifact of the method used in
these works, leading to an exact proportionality independently of
the data structure (SI Text). We now discuss in more detail the

Fig. 1. Collective pattern. Crime rates for the United States (Upper) and
France (Lower) normalized by their time average. The black thick line repre-
sent the collective pattern wðtÞ computed with our method.
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synthetic series, each one of the crime rate datasets, and the
obesity rate.

Synthetic Series: Correlated Random Walkers. We can illustrate our
method on the case of correlated random walkers described by
the equation

f iðtÞ ¼ FðtÞ þ∑
t

τ¼0

ξiðτÞ [25]

where FðtÞ is the global trend imposed to all walkers and the ξiðtÞ
are Gaussian noises of zero mean and with correlations of the
form ξiðtÞξjðtÞ ¼ ½ðN −MÞδij þ α2M�∕12 where α and M are tun-
able parameters (SI Text, section 3). For M ¼ 0, the random
noises ξiðtÞ are independent and our method is very accurate:
We choose, for example, a sinusoidal trend FðtÞ ¼ sinðωtÞ and
we plot, in Fig. 3, the original signal, the exact local contribution,
and the local contribution computed with our method. When the
correlation between walkers is increasing we study the Pearson
correlation coefficient between the original local contribution
and the estimate provided by our method, and we observe that
our method is indeed accurate as long as the correlations between
theGis are not too large, which corresponds here to the condition
α2M ≪ 1 (SI Text, section 3).

Crime Rates in the United States and France. In criminology an es-
sential question concerns the impact of local policies, a subject of
much debate (10, 11). To assess these local effects (at the level of
a state or a region), most authors consider the difference of a
state evolution with the national average. As we noticed above,

this may lead to incorrect predictions. In this second part of
applications, we thus illustrate our method on the analysis of
the series of crime rates in 50 states in the United States (12)
for the period 1965–2005, and about 100 départements of France
(13) for the period 1974–2007. In Fig. 1, we represent these time
series normalized by their time average. The observed data col-
lapse confirms the existence of a collective pattern (we also show
on this plot the collective pattern wðtÞ obtained with our method).
For the French case, we have withdrawn outliers that do not
satisfy our initial assumptions. The series of these départements
are indeed uncorrelated with the rest of crime rates and cannot be
incorporated in the calculation of the collective pattern. We apply
our method to these data and extract wðtÞ, the Ais and f inti ðtÞ. As
already mentioned, we plot, in Fig. 2, the Ais vs. the averages hf ii,
exhibiting a statistical linear correlation. We can check a poster-
iori that all conditions assumed in our calculation are fulfilled
[zero hwf inti i and small hGiGji (SI Text, section 1)]. Also, we
checked that the coefficients ai do not vary too much the period
considered, which is an important condition for our method
(see discussion on different datasets in SI Text, section 4).

To assess quantitatively the importance of local versus external
fluctuations, we study in particular the ratio of dispersions
defined by

ηi ¼
σexti

σinti

[26]

where the external contribution is the standard deviation of
f exti ðtÞ ¼ aiwðtÞ, that is σexti ¼ Ai, and the internal one is given
by ðσinti Þ2 ¼ hðf inti Þ2ic ¼ hG2

i i. Note that these quantities ηi, being
based on fluctuations, does not depend on μw∕σw. This quantity is
found in both cases in France and in the United States larger than
one. This indicates that external factors always dominate over
local fluctuations, whereas local policies seem to play a minor
role. In the case of crime, these external effects might be socio-
economic factors such as unemployment, density, etc.

In addition, to compute the average of the ηis, we can also
observe the time evolution of the heterogeneity defined by the
sample variances of the different components. We first observe
in Fig. 4 that large fluctuations are observed in the transition per-
iod of mid-70s during which crime rates increased significantly.

Fig. 2. Existence of a linear correlation. We plot the prefactors Ai versus the
time average hf ii for the two crime rate datasets.

Fig. 3. (A) Original signal composed of the superimposition of a sinusoidal
trend and Gaussian noises (for N ¼ 100 walkers). (B) Exact local contribution.
(C) Local contribution extracted with our method.

Fig. 4. Comparison of internal and external fluctuations. We present results
for the United States (Left Column) and France (Right Column). In the upper
panels, we represent the total variance of the signal, the external and the
internal contribution. In the lower panels, we represent the external, inter-
nal, and the covariances normalized by the variance of the signal. We can
observe that for the United States, the external contribution is dominating
since the 80s.
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We also observe for the United States that until 1980, fluctuations
were essentially governed by local effects but that this trend is
inverted and increases in the period post-1980s. In particular,
during the period 1980–2000, during which one observes a
decline of crime rates (11), it is the collective trend which deter-
mines the fluctuations.

Even if we have presented results for reasonable choices of the
parameter σw (in the following we make the harmless choice
μw ¼ 1), one can ask the question of the robustness of different
observed properties. First, we can compare the predictions for σw
obtained for the different assumptions used in this paper. In the
upper panels for Figs. 5 and 6 we show for the United States
(France), the quantities hf inti i∕ai, hf inti i∕a, and r ¼ ðhf inti ia−
hf inti i aÞ∕σ2a.

We see in these figures that these quantities are zero for values
of σw, which are very close. We also compute the fraction of time
pi for which f inti ðtÞ and the naive calculation hf ii − hf avi i have dif-
ferent signs. We plot in the lower panels of Figs. 4 and 5, the
quantity p ¼ 1

N∑ipi showing that for this range of σw, the signs
of hf inti i and hf ii − hf avi i are the same for about 60% of the time
period. We can also study the sign hf inti i vs. σw and we can observe
some robustness. In particular, in the US case, approximately 6
states (CA, NV, MO, MI, NY, and AZ) have a positive local
contribution (in the range σw ∈ ½0.24; 0.32� whereas 6 states have
always a negative local contribution (VT, GA, LA, NH, CT, and
MS). In these cases we can reasonably imagine that local policies
have a noticeable effect.

Finally, we can also analyze the ranking of the local contribu-
tions hf inti i vs. σw by studying Kendall’s τ for the two consecutive
series fhf inti igðσwÞ and fhf inti igðσw þ δσwÞ. In both cases (France
and United States) we observe a value τ > 0.9 for the range cho-
sen σw ∈ ½0; 0.5� (the control case for a random permutation
being <0.1) indicating a large robustness of the ranking. This
means that independently of the assumption used to compute
σw we can rank the different regions according to the importance
of their local contribution.

Obesity in the United States. The prevalence of obesity (defined as
a body mass index—BMI, which is the ratio of the body mass
to the square of the height—larger than 30 kg∕m2) is rapidly in-
creasing in the world (14) and reached epidemic proportion in the
United States and is now a major public health concern (15–17).

Disparities by sex and between ethnic groups have been ob-
served in the prevalence of obesity (18), but few studies focus
on the effect of local factors and policies on the obesity rate.

We thus apply our method to data from the Center for Disease
Control and Prevention (19), which describe the percentage of
the population that is obese for each state in the United States
and for the period 1995–2008. As in the crime rate case, we can
compare the variances for the internal and external contributions
(SI Text, section 5) and we observe that the external contribution
is dominating since the year 2000. This result means that the glo-
bal trend is the major cause of the evolution of obesity in different
states. We can get more detailed information about the specific
behavior of the states by studying the ratio ηi defined in Eq. 26
and the ratio yi of the time averages of the local contribution and
the total signal yi ¼ hf inti i∕hf ii. We represent these two quantities
in a plane (Fig. 7) and we first note that for all states ηi > 1, which
means that fluctuations are mainly governed by the global trend.
We can also divide the states into two groups with yi > 0 and
yi < 0. For large and positive yi (such as DC and IN for example),
the states have a small ai, which means that these states are the
less susceptible to the global trend, whereas in the opposite case
(such as GA or AZ), the states are governed by the global trend.
Within each group we can then distinguish the states according to
their level of fluctuations (ηi close to or much larger than one).

Fig. 5. Determination of σw in the US crime rate case. We can use various
conditions to determine σw : 0 ¼ N−1∑ihf inti i∕ai , 0 ¼ ∑ihf inti i∕∑iai , or r ¼ 0

(r is defined in the text). We see in this plot that they all give very similar
values. (Lower Panels) Average fraction of time for which hf inti i has the same
sign as the naive calculation hf ii − hfavi i.

Fig. 6. As in Fig. 5,we candetermine σw in the caseof the crime rate in France,
byusingdifferent conditions:0 ¼ N−1∑ihf inti i∕ai , or0 ¼ ∑ihf inti i∕∑iai, or r ¼ 0.
Here also, these conditions give very similar values of σw . (Lower Panels)
Average fraction of time forwhich hf inti ihas the same sign as the naive calcula-
tion hf ii − hfavi i.

Fig. 7. Fluctuations versus importance of the local contribution. We plot the
quantity ηi versus yi ¼ hf inti i∕hf ii for the United States. We divide the states in
three groups: obese percentage <22% (Circles), percentage in the interval
22 and 26% (Squares), and percentage >26% (Diamonds). Low prevalence
states seem to concentrate in the same region yi ≈ 0, whereas medium-
and large-prevalence states display very different values of ηi and yi .
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The states Arizona, Georgia, and Oklahoma for example have all
a local contribution of the same order but their fluctuations prop-
erties are different (with larger external fluctuations for OK,
for example). More generally, we can see in this figure that states
with large prevalence display very different values of ðyi; ηiÞ.
This result points toward the fact that describing states by their
prevalence only can be very misleading and can hide important
dynamical behaviors. Finally, we also computed the quantities yi
and ηi using the naive local contribution defined by
f int;ni ðtÞ ¼ f iðtÞ − f avðtÞ (see Eqs. 2 and 6). We represent, in Fig. 8,
the difference as vectors of components given by
ðhf inti − f int;ni i∕hf ii; ηi − ηnaivei Þ and we can see in this figure that
for roughly half of the states the naive calculation of the local
contribution can be very misleading.

Discussion
In this article we adressed the crucial problem of extracting the
local components of a system governed by a global trend. In this
case, comparing the local signal to the average is very misleading
and can lead to wrong conclusions. We applied this method to the
example of crime rates series in the United States and France and
our analysis revealed surprising facts. The important result is
about the importance of fluctuations, which after the 80s in
the United States are governed by external factors. This result
suggest that understanding the evolution of crime rates relies
mostly on the identification of global socioeconomic behavior
and not on local effects such as state policies etc. In particular,
this result could also help in understanding the decreasing trend
observed in the United States and which so far remains a puzzle
(11, 20). In the case of obesity, we show that since the year 2000,
external factors dominate, and maybe more importantly that
states with the same level of prevalence have very different
dynamical behaviors, thus calling for the need of a detailed study
state by state.

However, one may expect an even better signal analysis by
assuming that there are several independent external trends: It
will be interesting to see if our approach, combined with the
more standard ICA techniques, can be generalized to the case
of several global trends (a small number of sources). The recent
availability of large amounts of data in social systems call for the
need of tools able to analyze them and to extract meaningful
information and we hope that our present contribution will help
in the understanding of these systems where the local dynamics is
superimposed to collective trends.
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