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RNA viruses are the main agents of emerging and re-emerging
diseases. It is therefore important to reveal the evolutionary
processes that underpin their ability to jump species boundaries
and establish themselves in new hosts. Here, | discuss how com-
parative genomics can contribute to this endeavor. Arguably the
most important evolutionary process in RNA virus evolution, abun-
dant mutation, may even open up avenues for their control
through “lethal mutagenesis.” Despite this remarkable mutational
power, adaptation to diverse host species remains a major adap-
tive challenge, such that the most common outcome of host jumps
are short-term “spillover” infections. A powerful case study of the
utility of genomic approaches to studies of viral evolution and
emergence is provided by influenza virus and brought into sharp
focus by the ongoing epidemic of swine-origin H1IN1 influenza A
virus (A/H1N1pdm). Research here reveals a marked lack of sur-
veillance of influenza viruses in pigs, coupled with the possibility
of cryptic transmission before the first reported human cases, such
that the exact genesis of A/HIN1pdm (where, when, how) is
uncertain.
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he recent appearance of swine-origin HIN1 influenza A

virus (A/HIN1pdm) in humans serves as a pointed reminder
of the global burden of morbidity and mortality caused by
influenza viruses. More generally, A/HIN1pdm highlights the
ability of RNA viruses to jump species barriers and emerge in
new hosts, in this case transferring from pigs to humans. Al-
though the HIN1 subtype of influenza A virus is a familiar one,
most famously as the cause of the devastating influenza pan-
demic of 1918-1919 (1), the current A/HIN1pdm epidemic is
notable in that it is caused by a viral lineage that is phylo-
genetically distinct from the other swine influenza viruses sam-
pled over the last 20 years (2, 3). Hence, despite the considerable
effort that has gone into the surveillance and characterization of
influenza viruses, and especially in wild birds since the appear-
ance of highly pathogenic avian A/HSN1 viruses (4-6), there has
been a marked gap in our surveillance of these viruses in pigs.
This represents a serious oversight as swine viruses are already
adapted for transmission in mammalian populations and spill-
over infections from pigs to humans are relatively common-
place (7).

Another important aspect of the A/HIN1pdm epidemic is how
quickly genome sequence data for this virus was generated and
placed into the public domain. Indeed, so rapid was the gen-
eration of sequence data that analysis was effectively undertaken
in real time and laudably often with full public access (see
http://tree.bio.ed.ac.uk/groups/influenza for an excellent exam-
ple). More generally, the rapid generation of genome sequence
data represents a very powerful way to determine cause of
diseases of unknown etiology. This is illustrated by the case of
colony collapse disorder (CCD), in which honey bees leave the
hive and seemingly die, such that the hive community eventually
collapses. Here, comparative genome sequencing was quickly
able to identify the RNA virus Israeli acute paralysis virus
(IAPV) as the most likely agent for CCD (8), although this is yet
to satisfy Koch’s postulates. As an added bonus, because all of
the DNA present in infected hives was sequenced, rather than
just that of IAPV, this metagenomics approach to pathogen
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discovery allowed characterization of much of the microbial
flora carried by honey bees, encompassing viruses, bacteria,
fungi, and others. In short, the generation and analysis of
complete genome sequence data are close to becoming the
default way of characterizing new viral pathogens (9).

The aim of this article is to demonstrate how new genomic-
scale approaches are able to provide unique insights into the
processes that govern the emergence and evolution of RNA
viruses. In doing so I make general statements about the nature
of RNA virus evolution and highlight some of the key evolu-
tionary lessons learned from the ongoing A/H1N1pdm pandemic
in particular. As a sidebar, this work illustrates the increasingly
important role played by evolutionary biology in the study of
infectious disease.

The Evolutionary Genetics of Viral Emergence

Even allowing for their relative abundance, RNA viruses seem
particularly prone to causing emerging diseases in humans and
other animals (10). Although these infectious agents have de-
fining characteristics, perhaps the most important from the
perspective of their evolution is their capacity for mutation. The
vast majority of estimates of mutation rates in RNA viruses are
in the range of 0.1 to 1.0 mutations per genome, per replication
(11), several orders of magnitude higher than those in most
DNA-based organisms (Fig. 1). Such remarkable error rates are
evidently a function of replication with a low-fidelity RNA-
dependent RNA polymerase, the only protein shared by all RNA
viruses and which lacks any of the proof-reading abilities asso-
ciated with the higher-fidelity DNA polymerases. Although
there is an ongoing debate as to what selective forces (if any) are
responsible for such high error rates (11, 12), it is likely that RNA
viruses survive this enormous mutational burden by an equally
remarkable reproductive power, manifest as many progeny in
each infected cell, infected cells, and infected hosts (13).

High mutation rates, coupled with rapid replication, are also
the basis for the high rates of nucleotide substitution (fixation)
recorded in RNA viruses. Mean substitution rates in this case are
usually in the realm of 107> to 10™* nucleotide substitutions per
site per year (subs/site/year) and hence some six orders of
magnitude higher than those seen in eukaryotes (11, 14). Clearly,
evolutionary rates of this magnitude are a major reason clinically
important traits, such as drug resistance, escape from vaccine
coverage, and host range expansion, appear so readily in some
RNA viruses. In the case of A/H1 N1pdm, estimates of genome-
wide substitution rates, at ~5 x 107> subs/site/year (15), are
broadly similar to those seen in other human influenza viruses
(16), and hence at the upper end of those seen in RNA viruses
generally (14). Whether this means that A/HINIpdm will gen-
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Fig. 1. Relationship between mutation rate per nucleotide site and genome
size for different genomic systems including viruses. [Reproduced with per-
mission from ref. 19 (Copyright 2009, AAAS).]

erate similar levels of antigenic variation to that seen in other
human influenza A viruses will require a longer sampling period.

The high evolutionary rates associated with RNA viruses have
several important implications. First, it is likely that high muta-
tion rates limit the genome size of RNA viruses to a median value
of ~10 Kb (and the largest RNA viruses are the coronaviruses
at only 29-32 Kb). Specifically, if mutation rates are constant per
nucleotide, then the error-prone replication of longer RNA
molecules will lead to the accumulation of excessive numbers of
deleterious mutations and hence major fitness losses (17). Al-
though a number of theories have been proposed to explain the
constrained genome sizes of RNA viruses, such as an inability to
package excessively large genomes, the power of the mutation
rate hypothesis is that it can be extended to other microbial
organisms. In particular, ssDNA viruses, such as the vertebrate
parvoviruses, exhibit mutation rates that fall closer to those seen
in RNA viruses than dsDNA viruses, and all have genomes that
are <12 Kb in length (Fig. 1). Similarly, rates of nucleotide
substitution in ssSDNA viruses fall within the range seen in RNA
viruses (11). Although the reasons that underpin the high
evolutionary rates of ssDNA viruses are unclear, one possibility is
that mutations in ssDNA viruses are largely the result of
postreplicatory processes, such as deamination (18). At the other
extreme, recent work has revealed that viroids, small (< 500 nt),
highly structured RNA elements that cause a variety of diseases
in plants, experience mutation rates that exceed even those seen
in RNA viruses (ref. 19 and Fig. 1).

Another important implication of the high mutation rates of
RNA viruses, and one that at first glance seems rather paradox-
ical, is that they may represent an Achilles’ heel for their
treatment. The background to this idea is that RNA viruses sit
close to what can be notionally thought of as an “error thresh-
old,” beyond which major fitness losses are likely (17). Although
the complexity of fitness landscapes means that there is unlikely
to be an absolute threshold value per se (20), the general
association between viral mutation rates and genome sizes
strongly suggests that overly large genomes are subject to severe
fitness costs. Given this upper bound on mutation rates (and
genome sizes), it then follows that artificially increasing error
rates through exposure to mutagens such as ribavirin or 5'-
fluorouracil would also lead to major fitness losses (21). Al-
though there is some debate over the precise mechanistic basis
to this “lethal mutagenesis” (22), the available experimental
data offer strong support to the applicability of this exciting form
of antiviral therapy, particularly when the mutagens are com-
bined with more standard replication inhibitors (23). In addition,
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if there is indeed a fundamental relationship between genome
size and error rate then the methods of lethal mutagenesis should
equally apply to ssDNA viruses and viroids. The complication,
of course, is the evolution of resistance. Although there have
been claims that lethal mutagenesis will not be subject to all of
the mechanisms of resistance that plague other forms of micro-
bial control (24), in reality there is nothing in the biology of lethal
mutagenesis that suggests it is “evolution proof,” particularly as
single point mutations can result in improved polymerase
fidelity (25).

Although RNA viruses have an enhanced capacity for muta-
tion, which must in part underpin their ability to jump species
boundaries and successfully emerge in new hosts, rapid mutation
is not the only evolutionary process that needs to be discussed
when considering their emergence. Of obvious importance is the
fitness distribution of new mutations (26). As with most systems,
the majority of mutations that arise in RNA viruses are delete-
rious and simply act to reduce fitness, particularly in the absence
of high rates of recombination and heterozygosity (13). Mea-
sures of mutational fitness in single-cell assays suggest that as
many as 40% of all mutations in vesicular stomatitis virus may
be lethal, with many of the remainder falling into the slightly
deleterious class (27). When this effect is magnified across all of
the cell types a virus may infect, and considering the complexities
of the viral life cycle during which natural selection can act at a
variety of times and levels (28), it is evident that the vast majority
of mutations will reduce fitness. As a case in point, only %1% of
poliovirus virions released from a cell are able to complete a full
replication cycle (28). Hence, most mutations that will ultimately
aid adaptation to a new host species are likely to be strongly
deleterious in the donor host (29).

As deleterious mutations are expected to be young (30), the
preponderance of deleterious and slightly deleterious muta-
tions is also manifest in phylogenetic analyses as an excess of
nonsynonymous mutations on the tips of trees (31). It is this
phenomenon that explains the increasingly common observa-
tion that rates of nucleotide substitution are higher in the short
term, such as among sequences sampled from within single
hosts or from individuals directly connected by transmission,
than in the long term, such as between epidemics (32, 33). This
may also be true of A/HINIpdm; rate estimates based on the
analyses of A/HINI1pdm sequences alone, collected over very
short time scales (days to weeks), are greater than those
estimated over longer time scales when A/HINlpdm se-
quences are combined with other (swine) HINI lineages
separated by years of evolution (3).

RNA viruses therefore seem to occupy a region of evolution-
ary parameter space that is acutely different to that where higher
eukaryotes reside (13). That genome sizes are constrained by a
high mutation rate means that RNA viruses may be less adapt-
able then is often envisaged, because there will be strong
selection against evolutionary processes that act to increase
genome size, such as gene duplication and lateral gene transfer
(13). Such constraints are also reflected in the fact that the
majority of cross-species transmissions of RNA viruses result in
transient spillover infections rather than fully endemic patho-
gens (34). Hence, even though there is frequent exposure, the
majority of RNA viruses are unable to fully adapt to new host
species (35). A/HIN1pdm is again an important exemplar:
between 2005 and 2009 11 human patients in the United States
experienced swine influenza infections, yet only A/HIN1pdm
has resulted in epidemic spread (7). Understanding the factors
that determine whether a new infection will simply spill-over or
spread on a larger scale is critical to predicting the future of any
new emerging disease.

There are two important generalities about the nature of viral
emergence that shed some light on the evolutionary mechanisms
at play. First, vector-borne RNA viruses are subject to stronger
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selective constraints than those viruses transmitted by other
routes (36) and correspondingly are less able to establish pro-
ductive infections in new host species (10). This effect is likely
because vector-borne viruses are subject to strong antagonistic
pleiotropy, such that mutations favored in one host type are
injurious in another, and which greatly limits adaptability after
host jumps (37, 38), although different levels of diversity may be
generated in the vertebrate and invertebrate components of the
transmission cycle (39, 40). Second, a simple (but often broken)
rule of thumb is that the more closely donor and recipient host
species are related, the easier it will be for any virus (and likely
any other pathogen) to jump between them and establish a
productive infection (13, 41). Such a tendency arises because the
cell types in these host species, their receptors, and likely other
key components of the virus-host interaction will diverge along
with their hosts to eventually reach a point where they become
unrecognizably different for any RNA virus. For example,
dengue viruses from nonhuman primates seem to able to rep-
licate in human cells without any additional mutations (42), and
only a single mutation appears responsible for the successful
transfer of Venezuelan equine encephalitis virus from rodents to
horses (43). In contrast, 13 mutations may be required for avian
influenza viruses to establish productive infections in humans
(44). This point also emphasizes how swine influenza viruses are
in some sense “preadapted” to replicate in humans because they
already contain the suite of key mutations required for pro-
ductive replication in mammals. Hence, a simple rule of emergence
is that viruses that have achieved this feat once have an inherent
capacity to do it again.

The Evolutionary Genomics of Influenza Virus

One virus where genome sequence data has already had a
profound impact on evolutionary studies is influenza. The key
event in the genomics revolution for influenza A virus was the
instigation of the Influenza Genome Sequencing Project (IGSP)
in 2005 (ref. 45; see www.ncbi.nlm.nih.gov/genomes/FLU/
FLU.html). Although influenza viruses have long been the
under the gaze of evolutionary biologists, there were surprisingly
few complete genome sequences available for analysis before the
start of the IGSP. Today, however, >4,000 complete genome
sequences of influenza viruses have been generated from a
diverse array of avian and mammalian hosts.

One of the most important observations stemming from the
data generated under the IGSP is that intrasubtype (i.e., within
the A/H3N2 or A/HIN1 human subtypes) reassortment occurs
very frequently. As a corollary, this also means that the mixed
infection of individual hosts with multiple viral strains is also
commonplace, which in turn raises questions about the extent of
cross-protective immunity (46). Although the importance of
reassortment for the cross-species transmission of influenza
virus has a long history (47), complete genome sequence data
provide the only clear insight into the frequency and determi-
nants of this process (48). In addition, complete genome se-
quence analysis reveals how by placing gene segments in new
genomic configurations, reassortment can sometimes generate
isolates with altered antigenic properties, which in turn may lead
to vaccine failure (49, 50). In short, reassortment seems to be a
more important process in the day-to-day evolution of influenza
A virus than previously realized, and attempts to predict future
antigenic evolution without a consideration of reassortment are
unlikely to be successful.

A second key insight stemming from the IGSP data is that
specific human populations, such as that of New York State,
where sampling has been particularly widespread in time and
space, are characterized by the circulation of multiple viral
lineages during any single season (16, 48-51). Not only does the
cocirculation of lineages ensure that there is abundant raw
material for reassortment, but it means that viral lineages must
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be continually imported during the time course of the influenza
season (16, 49, 50). It is therefore not the case that a single viral
lineage enters a population at the start of the influenza season
(winter in the Northern Hemisphere), gradually diffuses through
the population over the subsequent 6 months, before dying out
the next summer. The same can be expected of A/HIN1pdm in
the years that follow. The genetic diversity within a single
population is also extremely well mixed spatially. For example,
across the United States as a whole, phylogeographic analysis
reveals that even relatively geographically isolated communities
harbor similar amounts of viral diversity as major cities with
more expansive travel networks (51), highlighting how rapidly
this virus is able to spread through populations. Influenza virus is
clearly readily able to exploit human contact networks, so that
the coinfection that fuels reassortment could occur in any
number of locations.

The expanse of genomic information on influenza also sheds
new light on the genesis of drug-resistant viruses. One of the
most important, and unexpected, outcomes of these studies is
that direct drug-selection pressure is not always responsible for
drug resistance. This is clearly the case with the adamantanes
(amantadine and rimantadine), a group of antivirals to which
subtype A/H3N2 viruses have shown a global rise in resistance
in recent years (52). The most common cause of adamantane
resistance is a single amino acid change (Ser31Asn) in the M2
protein. What is most striking in this case is that the Ser31Asn
mutation has increased abruptly in frequency in populations
where adamantanes are rarely used, such as the United States.
Therefore, rather than being caused by direct selection pressure,
it is more likely that the Ser31Asn mutation has become
fortuitously linked to an antibody escape mutation located on
another genome segment (53, 54). That this might be a more
general phenomenon is suggested by the fact that the same
hitch-hiking process may now be taking place with the neura-
minidase inhibitor oseltamivir. In this case, there has been a
dramatic rise in oseltamivir resistance in A/HIN1 viruses in
many locations, including the United States where nearly all
viruses are oseltamivir resistant (55, 56). Because these drugs are
not widely used in many populations, linkage to another bene-
ficial mutation again seems the most probable explanation for
the rise of oseltamivir resistance, although there is no evidence
for reassortment in this case. Although swine-origin A/HIN1
viruses are currently generally sensitive to oseltamivir (but
resistant to adamantanes) it is possible that future reassortment
among cocirculating human and swine-origin HIN1 viruses will
change this picture.

Despite the genomic revolution, aspects of the evolution and
epidemiology of influenza A virus remain opaque. In particular,
although there is some evolutionary evidence for interaction
between the A/HIN1 and A/H3N2 influenza viruses, which
experience distinctive out-of-phase dynamics (15), and between
influenza viruses A and B (57), the exact cause of these
interactions remains elusive. For example, does this competition
involve some form of nonspecific cross-immunity or ecological
interference? The appearance of A/HINlpdm adds a new
urgency to revealing these interactions: it is obviously important
to determine whether this newly emerged virus will outcompete
the other influenza viruses circulating in human populations,
particularly as estimates of its basic reproductive number (R)
indicate that it has the capacity to spread widely (58). Similarly,
it is unclear why the “seasonal” A/HIN1 and A/H3N2 viruses
that currently cocirculate in human populations have such
different epidemiological dynamics. Seasonal A/HIN1 viruses
are characterized by relatively slow antigenic evolution (such that
relatively few mutations accumulate at antigenic sites), yet
greater circulating genetic diversity, whereas A/H3N2 viruses are
characterized by lower levels of circulating genetic diversity, but
more rapid antigenic change (50), manifest as the fact that the
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A/H3N2 vaccine component needs to be updated on a regular
basis (59). Finally, what epidemiological and evolutionary pro-
cesses determine the phylodynamics of the influenza HA pro-
tein, manifest as “ladder-like” phylogenies and regular changes
in antigenic type, is still the source of considerable debate
(60-62).

As noted above, a key goal for the future must be to track the
potential reassortment of the cocirculating influenza viruses,
including the sporadic cases of highly pathogenic A/H5SN1 avian
influenza virus that have appeared in humans since 2003.
Particular attention should be paid to viral surveillance in East
and Southeast Asia, which seems to act as the global source
population for influenza viruses (63), and may eventually prove
to be the case for A/HIN1pdm. Indeed, the recent emergence of
A/H1IN1pdm means that three distinct lineages of influenza A
virus are currently circulating in human populations, an event
that is unprecedented in modern human history. Similarly, it will
also be of fundamental importance to determine the spatial
dynamics of A/H1N1pdm in human populations, and particularly
whether they follow the same general pathways as identified for
other influenza A viruses (63).

Those evolutionary analyses of A/HINIpdm undertaken to
date have shed light on a number of key issues. Phylogenetic
analyses of complete genome sequence data have revealed the
series of reassortment events responsible for the origin of
A/HIN1pdm and how this virus has spread rapidly in both time
and space (3). For example, since its first appearance
A/HINIpdm has spread to >160 countries (ref. 64; www.
who.int/csr/don/2009_09 11/en/index.html), including multiple
introductions into both Asia and Europe from the Americas (Fig.
2 and ref. 15). As this spatial diffusion continues it will also be
essential to track the antigenic evolution of A/HIN1pdm and
determine whether it bears more resemblance to the slow
antigenic drift of A/HIN1 or the speedier evolution of A/H3N2.
More generally, it will be important to understand why the
A/HI1N1pdm lineage was able to successfully emerge in human
populations, and the determinants of this process, when most of
the other lineages of swine influenza virus that periodically spill
over into human populations fail to become established as
endemic pathogens. In addition, although A/HIN1pdm was first
reported in Mexico, whether the reassortment events that gen-
erated this virus occurred in that country (or continent) is less
clear.

Finally, molecular clock estimates of the time of origin of
H1N1pdm date it to a period spanning the end of 2008 through
the first 2 months of 2009 (15), even allowing for a change of rate
as the virus spreads in a new host (3). Although these estimates
clearly depend on the sample of viruses used in the analysis, such
that inclusion of earlier isolates from Mexico (or elsewhere) may
push back times of ancestry to some extent, they are compatible
with a period of “cryptic” viral transmission during which
A/HIN1pdm went unnoticed by health authorities for several
months. Interestingly, the identification of periods of cryptic
viral transmission appears to be a common observation when
using molecular clocks to date the onset of viral epidemics.
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