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Abstract
Substance abuse treatment research is complicated by the pervasive problem of non-ignorable
missing data – i.e., the occurrence of the missing data is related to the unobserved outcomes. Missing
data frequently arise due to early client departure from treatment. Pattern-mixture models (PMMs)
are often employed in such situations to jointly model the outcome and the missing data mechanism.
PMMs require non-testable assumptions to identify model parameters. Several approaches to
parameter identification have therefore been explored for longitudinal modeling of continuous
outcomes, and informative priors have been developed in other contexts. In this paper, we describe
an expert interview conducted with five substance abuse treatment clinical experts who have
familiarity with the Therapeutic Community modality of substance abuse treatment and with
treatment process scores collected using the Dimensions of Change Instrument. The goal of the
interviews was to obtain expert opinion about the rate of change in continuous client-level treatment
process scores for clients who leave before completing two assessments and whose rate of change
(slope) in treatment process scores is unidentified by the data. We find that the experts’ opinions
differed dramatically from widely-utilized assumptions used to identify parameters in the PMM.
Further, subjective prior assessment allows one to properly address the uncertainty inherent in the
subjective decisions required to identify parameters in the PMM and to measure their effect on
conclusions drawn from the analysis.
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1. Introduction
Missing data are pervasive in longitudinal substance abuse treatment studies, which often have
treatment dropout as high as 50–70% [1,2,3,4]. The length of stay in treatment is a crucial
consideration in effectiveness; longer lengths of stay (usually at least three months) have
consistently been associated with better post-treatment outcomes [5,6]. This suggests that
clients who leave treatment before completing a full course of treatment could have non-
ignorable missing data [7] – namely, the probability an observation is missing is related to its
unobserved value, which is in contrast to scenarios in which the probability of missingness is
predicted by observed outcomes or covariates. This type of missing data is problematic when
the goal is to measure the treatment process in substance abuse treatment. Improving the quality
of care requires first measuring the treatment process and then testing whether treatment
process predicts post-treatment outcomes [8]. Thus, it is important to calculate the rate of
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change in a repeatedly measured treatment process score for all clients, rather than just for
those clients with complete data.

Non-ignorable missing longitudinal data must be accommodated by jointly modeling the
outcome of interest, y, and the occurrence of missing data, r, using a selection model (e.g., f
(y) = ∫ f (r | y) f (y)dr) or a pattern-mixture model (PMM) (e.g., f (y) = ∫ f (y | r) f (r)dr) [9].
Linear random coefficient PMMs are widely used for modeling longitudinal data in the
presence of non-ignorable dropout [10–15] and provide a way to assess the rate of change
(slope) in treatment process measures over time. However, a limitation to PMMs is that many
model parameters may not be identified. A prime example of this is the lack of identification
of a slope parameter for persons who drop out of a study before at least two responses are
observed.

Two approaches that address PMM parameter non-identification include identifying
restrictions and model simplification [16]. Examples of commonly used identifying restrictions
include assuming data for drop-outs follow the same distribution as that for study completers
(a complete case missing variable restriction [17]) or assuming that the data distribution for
drop-outs is equal to that for persons who have slightly more observed data (a neighboring case
missing variable (NCMV) restriction [18]). Model simplification provides an additional benefit
by decreasing the total number of parameters in the model, which can be helpful if there are
many candidate patterns (and associated parameters) relative to observations. A frequently
employed model simplification in standard PMMs [e.g., 9,11,13] or latent-class PMMs [19,
20] is to assume a linear time trend within each pattern and to extrapolate the trend beyond the
point of last observation. Other forms of model simplification can result by assuming fixed
parameter values for non-identified parameters – for example, by assuming the slope is zero
for persons who drop-out of the study; this is equivalent to carrying the last observed value
forward (LOCF) [21], since this approach effectively imputes later (missing) observations to
equal an earlier (observed) one. Yet another model simplification is to assume a smooth
functional form for the relationship between the slope parameter and censoring time [22,23,
24].

Identifying restrictions and model simplification require the analyst to make subjective and
non-testable assumptions. The effect of these assumptions is often evaluated using sensitivity
analyses [10,18] or Bayesian prior specification to incorporate subject matter expert judgment
directly into the model. The Bayesian approach to non-ignorable non-response has witnessed
growing popularity in recent years due to its incorporation of uncertainties about a range of
plausible scenarios into posterior inferences of a target quantity of interest in both non-
longitudinal [25,26,27,28] and longitudinal [29,30] data analyses. Despite the widespread use
of linear random-coefficient pattern-mixture models for longitudinal data analysis, no attention
has yet been devoted to eliciting prior distributions from subject-matter experts about the
identification of the rate of change (slope) parameter for persons who drop out of the study
after completing just one assessment. This paper addresses this gap for a study of the quality
of care in the therapeutic community modality of substance abuse treatment, for which we
elicit subjective prior distributions for the slope of a repeatedly measured continuous outcome
when non-ignorable non-response is a concern.

It is unclear whether parameter identification strategies align with expert opinion and therefore
how credible they are in practice for addressing experts’ concerns about the effect of attrition
on results. If expert opinion and identification strategies were to agree in our study, then this
would strengthen conclusions drawn from similar quality of care studies that use PMM
parameter identification strategies. In the absence of such a comparison, it is not possible to
assess how realistic are parameter identification strategies. A contribution of this paper is to
make such a comparison in the context of the quality of care in substance abuse treatment.
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One challenge we faced in eliciting expert opinion in our study is that the clinical experts from
whom we desire to elicit prior information come from a population that is less familiar with
probability statements than those from whom elicitations are almost uniformly reported in the
Bayesian literature. Most of the experts in our study are substance abuse treatment counselors
in the therapeutic community who typically have not had training in statistics or probability.
This is in contrast to physicians, who have provided prior information in other studies by
reporting probability intervals [31,32] or through using graphical methods to specify prior
distributions of proportional hazards model parameters [33]. Like physicians, engineers
typically have had quantitative training and have provided expert opinion about means,
variances, covariances, and other key parameters of interest [34,35,36]. We therefore combined
model simplification techniques with a prior elicitation strategy that yielded expert opinions
that were sufficiently detailed about important, subjective pattern-mixture model-building
issues but did not require the experts to have knowledge about probability theory itself [37].

2. Motivation: Quality of Care in the Therapeutic Community
The motivating study involved characterizing the treatment process in the therapeutic
community modality of substance abuse treatment [38], with the ultimate goal to improve the
quality of care in the therapeutic community. The therapeutic community is based on the view
that substance abuse is a disorder that involves the whole person; i.e., substance abuse is a
symptom of larger problems such as the abuser having problems with socialization, cognitive
and emotional skills, and overall psychological development. The goal of the therapeutic
community is to change the client's lifestyle and for the client to rehabilitate through mutual-
and self-help [39,40,41]. The treatment in the therapeutic community consists of all interactions
among staff and clients in formal and informal settings. Examples of such interactions include
confrontation and sharing in groups; clients serving as role models for other clients; and clients
providing mutual support in daily interactions [5,41]. The therapeutic community modality has
been shown to improve long-term outcomes, such as reducing post-treatment drug use and
criminal behavior, increasing employment and other social functioning [5,42–46].

To understand the process by which positive outcomes are achieved, the Dimensions of Change
in Therapeutic Community Treatment Instrument [47,48] was developed. This survey is
repeatedly administered to therapeutic community clients during their residential stay and
consists of 54 items assessed with a 5-point scale indicating respondents' extent of agreement
with each item (1=not at all; 5=completely). These 54 items are summarized into eight scales
representing domains that describe aspects of the therapeutic community treatment process:
clarity and safety; community responsibility; group process; introspection and self-
management; problem recognition; resident sharing, support, & enthusiasm; positive self-
attitude and commitment to abstinence; and social network.

The Dimensions of Change Instrument was used to collect treatment process data from adults
who are in the therapeutic community at five time points – 0, 1, 3, 6, and 9 months post-
treatment entry – who were enrolled in 6 community residential drug treatment programs that
utilize the therapeutic community approach. All programs are part of the Phoenix House
Foundation, a therapeutic community in the United States that operated 90 programs at the
time of the study in New York, California, Texas, Florida, and New England. Data were
collected from 519 adult clients. The participants in the study are drawn from the population
of persons undergoing substance abuse treatment in the Phoenix House network of treatment
programs during the data collection period. The RAND Corporation and Phoenix House
Institutional Review Boards approved the study. All adults provided written consent to
participate. Table 1 shows the distribution of the time of last treatment process assessment
among clients. The most frequent reason for missing assessments was client departure from
the program (82%).
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The Dimensions of Change Instrument is motivated by the Donabedian quality of care
framework [8], which posits that treatment process predicts post-treatment outcomes. This
paper focuses on issues relevant for modeling the treatment process in the therapeutic
community with the longer-term goal of improving its quality of care. Given this motivation,
the question of central importance for the analyses presented here is to measure the expected
change in treatment process scores for all clients who enter treatment. It is imperative to
quantify the overall change expected by all clients rather than just those clients who remain in
the TC relatively long lengths of time, since focusing on the latter could result in a biased
assessment of the relationship between process and outcomes. Thus, missing outcomes must
be modeled in such a way that accounts for potential differences between clients who stay
versus those who drop-out early with respect to treatment process.

3. Methods
Model

Because we are interested in measuring client-level change over time in a continuous outcome,
we specified a linear growth curve modeling approach for analysis. Let yijk be a treatment
process score for person i in program j at wave k, where larger scores indicate better treatment
process. Let rij be the missing data pattern membership indicator for person i in program j
(rij = 1,…,R), where R=5 missing data patterns are assumed, constructed from the last time of
treatment process assessment (Table 1). We jointly model (yijk, rij) via the conditional
specification, f(yijk | rij) f (rij), using a linear random coefficient pattern mixture model [9] as
follows:

(1)

where (b0ij,b1ij) are person-level random effects for the intercept and slope that are assumed
to be multivariately normally distributed with mean vector 0 and variance-covariance matrix
D. Time, t, is measured in the square root of months since treatment entry, so the change over
time in yijk is assumed to be linear (in square root time) within pattern. The treatment program
random effects, φj, are assumed to follow a normal distribution with mean 0 with variance η
One fixed intercept effect was assumed across all patterns, β0 An analysis of variance on
baseline scores confirmed that the variation in mean baseline scores by pattern was not
statistically significant. Also, the deviance information criterion [49] favored models that had
a common intercept across patterns rather than including pattern-specific intercepts in the

model. The fixed slope term for pattern m is  (m = 1, …, R=5 possible study drop-out
times), which measures change in the treatment process score over 1 unit time; since t represents

the square root of time,  represents the expected amount of change in y occurring in each
of the following windows: 0–1 months (t=1), 1–4 months (t=2), 4–9 months (t=3). I{rij=m} is
an indicator function of whether person i of program j is in pattern m. Three demographic
variables – age (x1), race (x2), gender (x3) – were included as covariates with regression
coefficients αl (l=1,2,3). Inference will ultimately focus on the change in treatment process
scores over time, marginalized over the missing data distribution, where the marginal slope,
β̅1, is:
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The following prior distributions for model parameters were assumed:

• β0 ~ N(3,10)

• ,

• αl ~ N(0,10000) (l=1,2,3),

• σ−2 ~ Gamma(1,1) so that E(σ−2)=1,

• η−2 ~ Gamma(5,5) so that E(η−2)=1,

• D−1 ~ Wishart(4* I,4) so that E(D−1)=I, and

• (π1,…, πR) ~ Dirichlet(1,…,1).

Note that  is identified only by its prior distribution, since only a single treatment process
assessment at treatment entry is available for clients in Pattern 1. We examine several prior

distributions for  below that are informed by sensitivity analysis ideas from the literature
and expert opinion. The BRugs package [50] in R was used to run Markov Chain Monte Carlo
as implemented in OpenBUGS [51] to simulate all marginal posterior distributions for model
parameters.

Scope of the elicitation
A strategy for elicitation of model parameters in complex models is to elicit prior distributions
for those parameters for which informative prior distributions are critical to achieving
inferential goals [35]. For example, data will always be available to update the prior distribution
of the intercept term, since everyone is observed at treatment entry. Thus, it is less critical to
elicit an informative prior for this parameter than for a non-identified slope, since in this case
we would expect to have sufficient data about the intercept that would swamp any reasonable
prior. Despite this, we considered eliciting a joint prior distribution for the intercept and slope
for Pattern 1. In this case it would have been possible to only partially update the joint prior,
since data would only have been available about the intercept but not the slope. If the intercept
and slope were correlated a priori, this could distort the experts’ opinions about the slope. We
circumvented this difficulty by assuming prior independence between the intercept and the
slope. The plausibility of this assumption is supported by finding near-zero posterior
correlations between the intercepts and slopes for those with at least 2 treatment process scores
observed.

In order to ensure that we focused the elicitation on prior distributions for which informative
priors were necessary, we conducted an extensive sensitivity analysis to identify treatment
process domains for which there was sensitivity to modeling assumptions under plausible
missing data assumptions. Our sensitivity analyses reflect a mix of parameter identification
and model simplification strategies – for example, we use a common simplification of all of
our models (e.g., [9,11,13]) by assuming a linear trend can be estimated for all clients who
have at least two treatment process scores observed, regardless of when those scores were
observed. We fit the following models, noting that εijk ~ N(0, σ2) and (b0ij, b1ij) ~ MVN
(0,D) in all models below:

Model 1 is a standard longitudinal random effects model (REM), under which missing data
are assumed to be ignorable [52] and thus missing data pattern, r, need not be modeled. One
slope term, β1, is common to all clients in the study:
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Model 2 is a PMM with two missing data patterns, one for study non-completers – i.e., those
clients who do not complete the 9-month assessment and are assumed to share a common slope

term,  -- versus the study completers, whose slope is given by  [13]. The two missing
data patterns, r, occur with probabilities π{0,1,3,6} and π{9}, respectively. The model is:

Model 3: Since study completers remain in treatment longer (9 months) than the 3-month
minimum length of stay that has been associated with better post-treatment outcomes [5,6],
the 9-month ‘completer’ designation might not be appropriate for this population. Thus, Model
3 defines ‘completion’ by focusing on the 3-month mark, by defining ‘completion’ in this case
to imply the client’s final assessment was at least 3-months post-treatment entry. Model 3
identifies the slope for those having their only assessment at 0 months by assuming their slope
is equal to that of clients whose last assessment is at 1 month. This corresponds to a type of
NCMV identification (which will be called NCMV-1):

Model 4: It is not entirely clear from the literature whether it is more important for a client to
stay exactly 3 months versus more than 3 months in treatment in terms of post-treatment
outcomes. We therefore also examined the effect of including those whose last treatment
process assessment was at 3 months in a shorter-stayer pattern, which is in contrast to Model
3 that places these clients in the longer-stayer pattern. Thus, in Model 4 there are two patterns
defined by those whose last assessments were at 0, 1, or 3 months versus 6 or 9 months. Model
4 employs a different type of identification than does Model 3 (which we call NCMV-2), since
it treats clients who stay 3 or fewer months as not achieving a reasonably long length of stay
to benefit from treatment:

Model 5 has four patterns that are defined by the last assessments occurring during 0–1, 3, 6,
9 months. Model 5 identifies the slope for clients who have their only assessment at 0 months
by assuming their slope is equal to that of clients whose last assessment is at 1 month – i.e.,
the NCMV-1 identification. This is just like Model 3, except more patterns are specified for
last assessment times beyond 3 months:

Model 6 is a PMM with patterns for those whose last assessments were during 0–3, 6, & 9
months. Model 6 employs the NCMV-2 identification strategy. This is just like Model 4, except
more patterns are specified for last assessment times beyond 3 months:
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Model 7 is a PMM that is fit to data for only those clients with at least two assessments. Model
7 deletes the 0 month-only clients from the analysis:

Model 8 is a PMM with 5 patterns, each of which correspond to a possible time of last
assessment (0, 1, 3, 6, or 9 months). The slope for the missing data pattern of those having

their final assessments at 0 months is assumed to be zero  – i.e., no change occurs.
Model 8 can be thought of as a ‘last observation carried forward’ (LOCF) scenario for Pattern
0, since it implies that no change occurs in the treatment process scores over time for those
clients whose only assessment was at 0 months. This was suspected by us to reflect a ‘worst
case’ scenario prior to our expert interviews:

All but three treatment process domains demonstrated significant increases in all eight of the
sensitivity analyses listed above. For the expert interviews, we therefore focused on the three
domains for which there was some ambiguity across the sensitivity analyses with respect to
whether the treatment process score increased over time: Clarity & Safety, Community
Responsibility, and Resident Sharing, Support, & Enthusiasm.

Expert Recruitment and Interviews
The Director of Research at Phoenix House provided three recommendations for clinical
experts to interview. These clinical experts oversee the training of substance abuse treatment
counselors at Phoenix House in New York and southern California, were familiar with the
Dimensions of Change Instrument, and were believed by the Director of Research to be
comfortable with the planned exercise of asking for estimates and bounds on those estimates.
All three agreed to participate and also provided names of two senior counselors to approach
for additional clinical expert interviews who also agreed to participate. This number of experts
should allow us to obtain a range of experience and expertise among our clinical experts [53].

The interview was conducted by the first author one-on-one with each expert. The interviews
took about one to 1–1/2 hours to complete. Each expert was given three sample questions to
acquaint them with providing estimates along with the associated lower and upper bounds
[54]. For this, the experts were asked about everyday items, namely the cost of a gallon of milk
and the price of a new car. Similarly, the experts completed an exercise that familiarized them
with reporting change over time; for this exercise, the experts were told to imagine they started
with $100 on a weekend trip to Las Vegas and then they were asked how much money they
thought they would have at the end of the weekend. Following these training exercises, the
experts’ opinions about treatment process were discussed; an illustrative part of the interview
script showing this is provided in Appendix A. Each expert was shown a piece of paper with
two columns, an example of which is shown in Appendix B. The left column showed the range
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of treatment process scores for each domain (either Clarity & Safety, Community
Responsibility, or Resident Sharing, Support & Enthusiasm) possible at treatment entry, and
a circle marked the average treatment process score at treatment entry for each domain. The
right column showed the possible treatment process scores at 1 month post-treatment entry.
The experts were told that, unlike the left-hand column, a score was not circled in the right-
hand column because clients who left before 1 month could not complete the assessment and
therefore we do not have data to make this estimate. The English translation of the response
scale was provided alongside the numeric values, so experts would know whether their
response represented, for example, ‘complete’ or ‘a great deal’ of agreement with the items
making up the domain. The experts were also shown the individual items that made up the
Clarity & Safety, Community Responsibility, and Resident Sharing, Support & Enthusiasm
scores. After discussing differences between those who leave treatment early versus those who
stay longer, the expert was asked to provide an estimate and its bounds for their belief of how
clients who left treatment before 1 month would have done if those clients had actually stayed
1 month instead of leaving.

Validation
In order to validate the experts’ abilities to provide accurate assessments about the average
slopes and their uncertainty about their estimates, we also asked about change in Resident
Sharing, Support & Enthusiasm scores for clients who were in missing data patterns 2 through
5 (i.e., those whose last assessments were at 1, 3, 6 or 9 months) and for whom we had data
against which we could compare the expert’s assessments of the slope. To avoid substantially
increasing the length of the interview, we completed the validation exercise for only the
Resident Sharing, Support & Enthusiasm score. The validation exercise is applicable to the
other scores only to the extent that the experts had comparable abilities to report on all scores.
Experts were knowledgeable about all scores and even differentiated among the scores (e.g.,
the experts expressed thoughts such as expecting one score to change a lot, another to be
relatively steady, and yet another would be low initially). Therefore, we would not expect the
experts’ abilities to report on Resident Sharing, Support & Enthusiasm to be differentially
better or worse than that for Clarity & Safety or Community Responsibility.

Model specification and synthesis of opinions across experts

For each expert, we encoded his/her prior belief about  into a triangle distribution having
mode equal to the expert’s ‘best guess’ about the change in treatment process score and the
triangle distribution’s bounds equaled the upper and lower bounds reported by the expert. We
implemented the triangle prior distribution in a discretized form since BUGS software does
not offer a triangle prior distribution option. We incorporated these priors into the model
depicted by Equation (1). In addition to examining the variation in expert opinions, we sought
to synthesize the expert opinions to derive a composite estimate. For this, we will implement
linear opinion pooling [55]:

where fp is expert p’s prior distribution for , E is the number of experts from whom

subjective opinions about  were collected, and wp is the weight assigned to expert p such
that the weights sum to 1. Setting wp = 1/E (for p = 1,…, E) implies the decision maker has
equal confidence in the abilities of all experts [55]. Alternatively, scoring rules could also be
used to develop expert weights that reflect how well the experts’ probability distributions of
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uncertain quantities reflect actual values that are observable yet unknown to the experts. We
examined several scoring rules for continuous outcomes [56]. The scores for expert p for the
RS slope of clients in pattern m (m = 2, 3, 4, 5), are:

• Equal weight scoring rule: s p,m = 1

• Logarithmic score: 

•
Quadratic score: 

•

Spherical score: 

where  is the posterior mean of the RS slope based on analyzing data on clients in pattern

m and  is the RS slope arising from the expert’s prior. Then, for a given scoring rule,

 and the weights become w p = s p / ∑ s p, summing to 1 across experts.

4. Results
Validation

Figure 1 summarizes the prior probability distributions for the experts’ elicited prior
distributions for the Resident Sharing, Support & Enthusiasm slope. The prior distribution on
the slope was derived from the changes reported in Resident Sharing, Support & Enthusiasm
scores on the 1–5 scale (See Appendix B). The width of each box reflects the bounds of the
assumed triangle distribution, which was parameterized by the expert’s ‘best guess,’ or mode,
along with their reported bounds. The solid lines in Figure 1 reflect the subjective prior modes,
the dashed lines represent the posterior mean slopes based on data analysis. Expert 5 was not
asked the validation question about the expected Resident Sharing, Support & Enthusiasm
change for those who stay at least 9 months because this expert reported not having seen clients
who stayed in the therapeutic community this long; the reason for this is that the treatment site
at which this expert worked lowered its maximum length of stay to six months following the
collection of the treatment process data and prior to this expert’s involvement at the treatment
site. None of Expert 2’s prior probability distributions covered the posterior means, but the
other four experts consistently reported prior distributions that contained the posterior mean
slopes with one exception: three of the four experts who answered the question regarding 9-
month length of stay were slightly overconfident about how well clients would do if they had
stayed 9 months, which is indicated by the dashed horizontal lines falling just below the 9-
month boxplots in Figure 1. Experts quite consistently reported greater uncertainty about
clients whose last assessment was taken at 1 month, as reflected by the width of the priors.
Interestingly, Expert 4 and Expert 5 worked in the same program, which suggests that Expert
4’s prior distribution for the 9-month survey completers are wider than the 3- and 6- month
distributions perhaps because of not having seen many recent clients with such a long length
of stay following their program’s change to a 6-month maximum length of stay.

Most prior probability distributions covered the estimated posterior mean Resident Sharing,
Support & Enthusiasm slopes, suggesting that the experts were not overconfident in their
uncertainty assessments. A possible exception to this is Expert 2, whose prior distributions did
not cover these slopes. This could be due to overconfidence or lack of substantive knowledge
about the Resident Sharing, Support & Enthusiasm score; though Figure 1 alone cannot address
this distinction, it provides a summary of the overall ability of the experts to report Resident
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Sharing, Support & Enthusiasm scores that encompasses both calibration and substantive
expertise. Wide prior distributions might suggest underconfidence on the part of the experts;
most often the prior mode was not very close to the estimated posterior mean, suggesting that
most experts were able to appropriately express their uncertainty about the slope.

Elicited priors
Figure 2 shows the elicited prior distributions for the slope parameter among clients who only
had treatment process data observed at treatment entry. The clinical experts were generally
consistent across the three dimensions - Clarity & Safety (CS), Community Responsibility
(CR) & Resident Sharing, Support & Enthusiasm (RS) – in terms of the degree of uncertainty
expressed – for example, Expert 1 was always more certain than Experts 3 & 4 overall – with
Expert 2 showing the most within-expert variation in degree of uncertainty in the three elicited
priors. Expert 5 expressed prior opinions that were equivalent to the LOCF assumption, and
uncertainty relative to the baseline values was therefore not provided.

Analysis of treatment process scores
Figure 3 shows the 95% posterior probability intervals for β̅1, the slope after marginalizing
with respect to the distribution of drop-out time. The posterior summaries of β̅1 are shown
when assuming data are missing at random under the standard random effects model (Model

1). Posterior probability intervals are also provided when  is identified by simplifying the
model to examine study completers versus non-completers as well as employing NCMV-like
identifying restrictions. For each of the three treatment process domains presented in Figure
3, the results are mixed with respect to whether each domain is positively changing over time:
the Model 5 analysis shows the 95% posterior probability intervals fall partially below zero
(the vertical dashed line on Figure 3), while the intervals under other parameter identification
strategies fall above zero. The results for Model 3 are practically identical to those of Model
5 and are thus not shown in Figure 3. Similarly, the results from Models 4 and 6 are similar
and so only results from the more general model (Model 6) are shown. Model 7 is omitted
because it requires one to delete clients from the analysis solely on the basis of having missing
data. The results for Model 8 are identical to those for Expert 5. Across these analyses, the
posterior distributions are relatively narrow.

The 95% posterior probability intervals are also provided in Figure 3 when conducting separate

analyses under each expert’s prior distribution for . Expert 5 did not provide prior modes
and bounds when asked about clients who left before 1 month; instead; Expert 5 stated that
treatment process scores for all three domains would not change for those who were in the
therapeutic community less than 1 month because this would not be a long enough period of
time to witness change. Expert 5’s marginal posterior distribution is therefore identical to
assuming a zero slope term, which is Model 8. The posterior distributions are generally
considerably under elicited priors versus selecting a single identification strategy. The direction
of the slope consistently is positive under the identification strategies, but not under the experts’
priors.

We used the Resident Sharing, Support & Enthusiasm scores reported by the clinical experts
as inputs to scoring rules as previously described for analyses of scores from all three domains
for the missing 1 month scores. Differences among the 95% posterior probability intervals
using the various weighting strategies proposed above were negligible, so only results under
equal weight linear pooling are presented. Histograms of 30,000 draws from the marginal
posterior distributions of β̅1 when all five expert’s priors were pooled (Figure 4). The pooled
results had wider 95% posterior probability intervals than those for any single expert, reflecting
heterogeneity in expert opinion about clients who failed to take the survey after treatment entry.
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However, these marginal posterior distributions are non-symmetric and multimodal, with the
experts’ opinions resulting in modes of β̅1, being near zero as well as being less than zero. We
computed goodness-of-fit measures of the growth curve models conditional on missing data
class for each model in Figure 3–Figure 4 (Table 2). A reviewer asked us to compare model
fit while accounting for model complexity. The Deviance Information Criterion (DIC) [49]
incorporates model fit (posterior mean deviance) and model complexity (effective number of
model parameters), with the latter term penalizing unduly complex models. A model with
relatively low DIC is considered to be better than one with a higher DIC, and models that differ
by 1–2 DIC units are considered to have equivalent fits to the observed data given model
complexity. A limitation with using DIC in this context is that its penalty term can be affected
by reparameterization; priors that convey essentially identical information, such as Gaussian
and discretized triangle priors used in our analyses, can result in very different DICs. To make
a fair comparison of penalized model fit, Table 2 contains DICs for all models under Gaussian
priors for β̅1. Accounting for model complexity by using DIC leads one to identify numerous
models as equivalent for each outcome examined – eight of the 10 models have DICs of 2645–
2646 for the Clarity & Safety outcome, seven of 10 have DICs of 1755–1756 for Community
Responsibility, and six of 10 have DICs of 2177–2178. Overall, the information in the observed
data alone fails to select a ‘best’ model. Regardless of how much evidence exists for any of
these models in the observed data, it is important to also bear in mind that the suitability of any
of these models depends on non-testable assumptions about unobserved data as well. Thus, the
importance of expert opinion is paramount to the analysis.

In summary, our validation exercise confirmed that the experts’ opinions properly reported the
uncertainty of their assessments for the Resident Sharing domain. We found substantial
variation in our posterior distributions for β̅1 across experts, reflecting heterogeneity in
opinions about the effect of clients who left our study after a very short period of time. Two
of the five experts had beliefs about these very short stay clients that allowed for the marginal
posterior distribution of β̅1 to sit above zero, thus implying positive change in treatment process
scores over time for all clients who enter the therapeutic community. Three experts were so
negative in their assessments of how very short-stay clients would do that it implied no positive
change could be expected for the total group of those entering treatment, had everyone stayed
in treatment for the full duration of the study.

5. Discussion
We have presented an approach for eliciting subjective prior distributions from experts about
the expected rate of change of continuous treatment process measures. This has potential for
wide application for analyses of repeatedly observed measures where non-ignorable drop-out
is a concern. Of central importance to this analysis was the question, ‘What is the expected
change in treatment process scores for persons who enter treatment?’ This question assists with
understanding the overall change expected by clients, not just the change experienced by clients
who remain in treatment for relatively long lengths of time. This differs from addressing the
issue of validating the survey by understanding whether the treatment process score is sensitive
to measuring changes in treatment process over time, a question best answered by examining
data from persons having at least two assessments [48]. The use of subjective prior distributions
for the non-identified slope parameter as shown here will also be important for future modeling
of the entire therapeutic quality of care process, in which client-level treatment process could
be captured by client-specific growth parameters which would be used as predictors of
treatment outcomes [8], as well as for accommodating differential drop-out in longitudinal
randomized trials.

We succeeded in structuring our elicitation interview to be appropriate for therapeutic
community clinical experts. Some of the clinical experts reported seeing neither probability
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intervals nor confidence intervals in practice, so the training exercises conducted prior to the
interview were critical for communicating to the experts the type of information asked of them.
We therefore asked experts for best guesses (modes) along with bounds and encoded this
information into triangle prior distributions, which is a popular choice for encoding expert
judgments since the most crucial aspect to obtaining expert opinions is to formulate the
questions in ways the experts can understand [37]. We evaluated approaches that required some
statements of probabilities (e.g., the variable interval method [55]) but found this to be too
complicated for our purposes. We also ruled out graphical approaches [33] to eliciting the prior
for the slope parameter because we believed these experts would be more familiar with a
survey-type format (such as provided in Appendix B). Further, our elicitation strategy was
informed by the constraint on the amount of time we felt we could reasonably maintain the
expert’s attention to the task, considering its difficulty and the competing demands on the
experts’ time. If more time had been available, further sensitivity analyses could have been
pursued in which, for example, prior information could have been elicited about unobserved
treatment process scores for clients who were observed more than once, as opposed to linearly
extrapolating within pattern which is typical in PMM applications [e.g., 9,11,13].

The validation exercise suggested that four of the five experts were well-calibrated with respect
to their elicited prior distributions for change in treatment process scores aligning with known
values for the Resident Sharing, Support & Enthusiasm score, suggesting that overconfidence
was not a major concern; however, Expert 2 consistently over- or under-estimated this score
for four missing data patterns. Though some elicitation experts suggest combating
overconfidence by using an elicited prior distribution that is actually wider than what is reported
by the expert - for instance, by assuming the intervals reported here actually reflect 90%, rather
than 100%, of the expert’s probability distribution and transforming the elicited intervals
accordingly [57] – this was not pursued here since most experts did not exhibit overconfidence.
It would not have changed the main result of having great prior variability in the clinical
experts’ opinions, and there is a lack of guidance on exactly how much additional variation to
lend to experts’ subjective intervals in this scenario.

An important finding from this work is that the widely-used approaches such as model
simplification, parameter identification strategies (e.g., NCMV-like identification) and missing
data strategies that identify parameters (e.g., LOCF) were clearly inappropriate given the
experts’ judgments about very short stayers. Only one of the five experts had a prior belief that
matched any of the commonly used missing data assumptions for analyzing data with non-
ignorable dropout. Though we did not ask the experts explicitly whether any of these
identification strategies were appropriate here, the elicited priors address that concern: only a
few of the elicited intervals from Experts 1–4 were centered about 0, thus suggesting little
direct support for LOCF as an overall rule to apply in this setting. The subjective priors elicited
here demonstrate the inadequacy of relying on default identification strategies to accommodate
non-ignorable censoring for the application at hand. None of these parameter identification
strategies allowed for the experts’ views that treatment process scores could decrease over
time. These parameter identification strategies do not address the possibility of other legitimate
expert opinions about early leavers.

In conclusion, we have demonstrated here that expert opinion and default parameter
identification strategies can be misaligned. Those who plan to conduct sensitivity analyses
using PMMs or selection models should make a serious effort to incorporate expert opinion
into the model in order to address concerns about non-testable assumptions and to reflect the
uncertainty in inferences attributable to these assumptions. The divergent expert opinions
demonstrated here would make it difficult to draw conclusions from future modeling of post-
treatment outcomes as functions of change in treatment process scores. These results emphasize
the practical limitations of sensitivity analyses for exploring the effect of missing data on
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inferences. Motivated by such concerns, some researchers are searching for alternatives to non-
ignorable non-response modeling, such as measuring covariates that account for the missing
data mechanism (e.g., repeated subject-level self-assessments on the intent to complete future
assessments) in order to avoid the non-ignorability assumption [58]. This would provide an
alternative if study subjects could provide reliable self-ratings about their future intentions.
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Appendix A

Example of the script used in the expert interview
So, now we are going to talk about the DCI items. The first item we are going to talk about is
called ‘Clarity & Safety.’

Clients are asked to complete the items that that are on this sheet.

(Look at the sheet with the Clarity and Safety items and describe the items, the 1–5 scale, and
that the responses are averaged to obtain the score.)

(Now, change to the sheet in which the experts will make their guesses.)

This sheet has two columns:

• The ‘Treatment entry’ column represents the average Clarity and Safety score at
baseline

• The ‘Month 1’ column represents the average Clarity & Safety score at 1 month.

The circle in the ‘Treatment entry’ column shows the average Clarity & Safety scores observed
for the group of clients who left the TC before 1 month has passed.

We have data at later time periods for people who stay in treatment and do more DCI surveys,
but if they don’t stay, then we don’t have that data. Since these clients left before 1 month
passed, we only have their Clarity & Safety score from their first day of treatment. You can
see that no numbers are circled in the ‘Month 1’ column, because we do not have enough data
to know what this should be.

Because some clients leave the TC early, we are sometimes forced to estimate how they would
have done if they had stayed. For example, if they had stayed they may have done as well as
the people who did stay, or they could have done worse, or perhaps not have changed at all.

You know much more about people who stay and people who don’t stay than I do, and while
it may be a guess on your part, your guess will be better than mine. I’d like you to think about
people you know who have dropped out, or been discharged or left for other reasons before
being in treatment for 1 month.

• Can you give me a few examples of early leavers you’ve known? I do not want names
– just think about these clients in general.
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Now think about whether you believe these early leavers would have done differently in
treatment if they stayed 1 month compared with the people you know who actually have stayed
in treatment for 1 month.

• Would the treatment process for them be the same as for the people who did stay?
Why? Why not?

Now the task I’d like you to do is to give me your BEST GUESS about how people who left
before 1 month would have scored on the DCI at 1 month if they had instead stayed in treatment
for 1 month. (Draw a circle in the right-hand column where your best guess falls.)

Among all of the possibilities you considered for your best guess,

• What is the LOWEST score they could have?

• What is the HIGHEST score they could have?

Appendix B

Example answer sheet for the expert interview

CLARITY & SAFETY score for those who leave the program before 1 month

TREATMENT ENTRY 1 month

5.0 COMPLETE agreement with the items 5.0

4.9 4.9

4.8 4.8

4.7 4.7

4.6 4.6

4.5 4.5

4.4 4.4

4.3 4.3

4.2 4.2

4.1 4.1

Agrees A GREAT DEAL with the items 4.0

3.9 3.9

3.8 3.8

3.7 3.7

3.6 3.6

3.5 3.5

3.4 3.4

3.3 3.3

3.2 3.2

3.1 3.1

3.0 Agrees SOMEWHAT with the items 3.0

2.9 2.9

2.8 2.8
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TREATMENT ENTRY 1 month

2.7 2.7

2.6 2.6

2.5 2.5

2.4 2.4

2.3 2.3

2.2 2.2

2.1 2.1

2.0 Agrees A LITTLE with the items 2.0

1.9 1.9

1.8 1.8

1.7 1.7

1.6 1.6

1.5 1.5

1.4 1.4

1.3 1.3

1.2 1.2

1.1 1.1

1.0 Agrees NOT AT ALL with the items 1.0
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Figure 1.
Prior distributions provided by Experts 1–5 for the slope of the Resident Sharing, Support &
Enthusiasm score for those clients whose last assessments were at 1, 3, 6, and 9 months, as
noted beneath each box. Prior mode is provided by the dark solid line, the box width reflects
the difference between the upper and lower bounds, and the dashed lines are the posterior mean
slopes from the data analysis. (Expert 5’s 9-month assessment (far-right hand side) is missing.)
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Figure 2.
Prior distributions provided by clinical experts 1–5 for the slope of each Dimensions of Change
domain for clients who only provided these data at treatment entry. CS=Clarity & Safety;
CR=Community Responsibility; RS=Resident Sharing, Support & Enthusiasm. Note that
Expert 5’s prior is equivalent to the last observation carried forward (LOCF) assumption for
those with only one observation at time 0.
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Figure 3.
Marginal posterior distributions of the marginal slope (averaged over drop-out time) under
sensitivity analyses and subjective prior distributions.
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Figure 4.
Marginal posterior distributions of β̅1 under equal weight linear opinion pooling of the five

experts’ priors for  .
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