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Cellular Mechanisms of Temporal Sensitivity in Visual
Cortex Neurons
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The ability of cortical neurons to accurately encode the temporal pattern of their inputs has important consequences for cortical function
and perceptual acuity. Here we identify cellular mechanisms underlying the sensitivity of cortical neurons to the timing of sensory-
evoked synaptic inputs. We find that temporally coincident inputs to layer 4 neurons in primary visual cortex evoke an increase in spike
precision and supralinear spike summation. Underlying this nonlinear summation are changes in the evoked excitatory conductance and
the associated membrane potential response, and a lengthening of the window between excitation and inhibition. Furthermore, fast-
spiking inhibitory interneurons in layer 4 exhibit a shorter window of temporal sensitivity compared with excitatory neurons. In contrast
to the enhanced response to synchronous inputs by layer 4 neurons, sensory input integration in downstream cortical layers is more
linear and less sensitive to timing. Neurons in the input layer of cortex are thus uniquely optimized to detect and encode synchronous
sensory-evoked inputs.

Introduction
Basic cortical functions, such as the faithful transmission of in-
formation between neurons, may depend on the ability of cortical
neurons to detect the temporal pattern of their synaptic inputs.
Temporal sensitivity may take several forms, including encoding
the pattern of synaptic inputs as the presence or absence of indi-
vidual spike events in an ongoing train. Alternatively, temporally
coincident synaptic inputs may evoke a greater number of spikes
than do temporally dispersed inputs, producing a nonlinearity in
the neuron’s input– output function. Work in vitro and in vivo
has demonstrated that cortical neurons are capable of spike out-
put with millisecond-level precision (Mainen and Sejnowski, 1995;
Kara et al., 2000; Wehr and Zador, 2003; Higley and Contreras,
2006; Kumbhani et al., 2007). Responding with high temporal
precision to sensory inputs, and therefore accurately encoding
their timing, may allow groups of neurons to fire together within
short time windows and thus achieve repetitive, rhythmic syn-
chronization (Konig et al., 1996; Singer, 1999). Such rhythmic
activity is implicated in binding distributed representations to-
gether to permit grouping and other higher-order perceptual
phenomena (Konig et al., 1995; Fries et al., 1997; Castelo-Branco
et al., 1998).

Previous work in the visual system suggests that primary vi-
sual cortex neurons may be highly sensitive to the relative timing
of inputs evoked by stimuli in their receptive fields. Visual and

somatosensory stimuli evoke synchronous spiking among groups
of thalamic neurons with similar receptive field properties (Dan
et al., 1998; Reinagel and Reid, 2000, 2002; Swadlow and Gusev,
2001; Bruno and Sakmann, 2006). In turn, synchronization of
pairs of spikes from multiple afferents within a short window
increases their postsynaptic efficacy in evoking spikes in target
layer 4 visual cortex neurons (Alonso et al., 1996; Usrey et al.,
2000), suggesting a high degree of sensitivity to input timing.
However, the temporal sensitivity of visual cortex neurons to
sensory-evoked synaptic inputs has not been explored, and the
cellular mechanisms underlying the enhanced efficacy of syn-
chronous synaptic inputs remain unclear. In addition, it is un-
known whether sensitivity to the timing of visually evoked inputs
varies among neural cell classes or across downstream levels of
cortical processing.

Here we identify cellular processes underlying the increased
efficacy of closely timed sensory inputs to cortical neurons in vivo
and identify two main biophysical mechanisms responsible for
the consequent enhanced precision and magnitude of the evoked
spike response. Using intracellular recordings throughout all lay-
ers of cat primary visual cortex, we find that cells in layer 4 ro-
bustly signal the occurrence of temporally coincident sensory
inputs by producing a supralinear spike output. Coincident in-
puts are also associated with an increase in the precision of spike
timing and a temporal advance in the spike response. Underlying
this response to synchronous events is faster membrane depolar-
ization and a lengthening of the window between excitatory and
inhibitory synaptic conductances. Inhibitory interneurons in
layer 4 have a restricted window of sensitivity to sensory input
timing, whereas local excitatory neurons exhibit a more permis-
sive temporal profile. However, sensitivity to visually evoked in-
put timing decreases with each successive stage of cortical
processing, indicating that this form of coincidence detection is
most prominent in the input layer of cortex.

Received Oct. 25, 2009; revised Dec. 11, 2009; accepted Jan. 8, 2010.
This work was supported by National Institutes of Health–National Eye Institute Grants R01 EY013984 (D.C.), R01

EY016430 (L.A.P.), F32 EY017501 (J.A.C.), and K99 EY018407 (J.A.C.). We thank M. J. Higley for helpful discussions
and comments on this manuscript.

Correspondence should be addressed to Larry A. Palmer, Department of Neuroscience, University of Pennsylvania
School of Medicine, 215 Stemmler Hall, Philadelphia, PA 19104-6074. E-mail: palmerl@mail.med.upenn.edu.

J. A. Cardin’s present address: Department of Neurobiology, Yale University School of Medicine, 333 Cedar Street,
New Haven, CT 06510.

DOI:10.1523/JNEUROSCI.5279-09.2010
Copyright © 2010 the authors 0270-6474/10/303652-11$15.00/0

3652 • The Journal of Neuroscience, March 10, 2010 • 30(10):3652–3662



Materials and Methods
Surgical protocol. Experiments were conducted in accordance with the
ethical guidelines of the National Institutes of Health and with the ap-
proval of the Institutional Animal Care and Use Committee of the Uni-
versity of Pennsylvania. Surgical and recording methods were as reported
previously (Cardin et al., 2007, 2008). Briefly, adult cats (2.5–3.5 kg) were
anesthetized with an initial intraperitoneal injection of thiopental (25
mg/kg) and supplemental isoflurane (2– 4% in a 70:30 mixture of N2O
and O2). Subsequently, the animal was paralyzed with gallamine triethio-
dide (Flaxedil), and anesthesia was maintained during surgery with in-
travenous thiopental as needed for the duration of the experiment
(14 –16 h) with a continuous infusion (3–10 mg/kg/h). Heart rate, blood
pressure, and EEG were monitored throughout the experiment. The end-
tidal CO2 concentration was kept at 3.7 � 0.2%, and the rectal temper-
ature was kept at 37–38°C with a heating pad.

The surface of the visual cortex was exposed with a craniotomy cen-
tered at Horsley Clarke coordinates posterior 4.0 and lateral 2.0. The
stability of the recordings was improved by performing a bilateral pneu-
mothorax, drainage of the cisterna magna, and hip suspension, and by
filling the cranial defect with a solution of 4% agar. Intracellular record-
ings were performed with glass micropipettes (50 – 80 M�) filled with 3 M

potassium acetate. All cells had a stable resting membrane potential (Vm)
more negative than �60 mV, coupled with overshooting action poten-
tials. The results described here are based on intracellular recordings
from 76 cells in layers 2– 6 of cat primary visual cortex (n � 35 from layer
4, 16 from layer 2/3, 25 from layer 5/6). Regular-spiking (RS) and fast-
spiking (FS) cells were distinguished by spike waveform characteristics,
frequency– current curves, and firing rate accommodation, as described
previously by Cardin et al. (2007). Laminar location was initially esti-
mated from the position of the electrode and confirmed post hoc by
morphological reconstruction as described previously (Cardin et al.,
2007).

Visual stimulation. The corneas were protected with contact lenses
after dilating the pupils with 1% ophthalmic atropine and retracting the
nictitating membranes with phenylephrine (Neosynephrine). Spectacle
lenses were chosen by the tapetal reflection technique to optimize the
focus of stimuli on the retina. The position of the monitor was adjusted
with an x–y stage so that the area centralae were centered on the screen.

Stimuli were presented on an Image Systems model M09LV mono-
chrome monitor operating at 125 frames per second at a spatial resolu-
tion of 1024 � 786 pixels and a mean luminance of 47 cd/m 2. Custom
software allowed for stimulus control, on-line displays of acquired sig-
nals (Vm and spikes), and a graphical user interface for controlling all
stimulus parameters. In addition to this on-line control, all data were

stored on a Nicolet Vision (LDS) for off-line
analyses. Vm and stimulus marks were sampled
at 10 kHz with 16 bit analog-to-digital convert-
ers. Computer-assisted hand-plotting routines
were used with every cell to provide initial es-
timates of the optimal orientation and spatial
and temporal frequencies, and to determine
the receptive field dimensions. Tuning curves
for orientation and spatial frequency were de-
termined on-line with a series of drifting sinu-
soidal gratings spanning the initial estimates.
The resolution of the orientation measurement
was 22.5° for broadly tuned cells and, more of-
ten, 5° for narrowly tuned cells.

Cells were classified as simple or complex
based on two criteria. First, the relative modu-
lation of spike trains evoked by an optimized
patch of drifting sinusoidal grating was mea-
sured. If the response at the fundamental tem-
poral frequency of the stimulus exceeded the
average (DC) response, the cell was classified as
simple. Otherwise, the cell was classified as
complex. Second, we estimated the one-
dimensional spatiotemporal weighting function
(see Fig. 1). Cells exhibiting nonoverlapping re-

gions excited by bright and dark stimuli were classified as simple. Cells show-
ing excitation to bright and dark stimuli throughout their receptive fields
were classified as complex. These two measures yielded the same functional
classification in every case.

Flashed bar stimuli. We first measured the orientation tuning curve of
each cell by presenting a series of oriented drifting gratings at the optimal
spatial frequency, as described previously (Cardin et al., 2007). We then
mapped the receptive field of the cell with a Gaussian-filtered-noise
movie (SD of filter, 0.82 pixels) (Niell and Stryker, 2008). We then esti-
mated the one-dimensional spatiotemporal weighting function by aver-
aging the membrane potential and spike responses to bright and dark
bars (n � 16) of 128 ms duration distributed across the receptive field at
the optimal orientation. The one- and two-dimensional receptive field
maps agreed in each case (see Fig. 1). We chose two receptive field loca-
tions in which to present paired flashed bar stimuli. For simple cells, the
two locations were always in separate subregions of the receptive field.
For complex cells, the locations were chosen to be as far apart as possible
while still evoking strong responses. Pairs of locations whose response
latencies did not match were not used so that at an interstimulus interval
(ISI) of 0 ms, the two evoked responses always coincided. Test stimuli
were bars of 90% or �90% contrast, flashed for 16 ms in each selected
location, presented independently (A or B), and interstimulus intervals
determined by integral multiple of the display frame rate (A plus B; �8,
0, 8, 16, 24, 32, and 40 ms). A minimum of 30 trials was presented for each
stimulus condition, and all stimulus conditions were randomly inter-
leaved throughout the experiment. In a subset of cells, lidocaine N-ethyl
bromide (QX-314) was included in the pipette, and the flashed bar stim-
uli were presented while holding the cell briefly at various membrane
potentials.

Measurements. Timing of the spike threshold was determined from the
peak of the second derivative of the spike waveform. For membrane
potential measurements, spikes were removed by first determining the
time at which spike threshold was reached and then extrapolating the
membrane potential values from that point to when the spike repolarized
back to the spike threshold level. This was followed by smoothing with a
three-point running average. Measurements of the peak amplitude and
timing of Vm responses were made after subtracting spikes from traces
and averaging the responses across all trials. For each cell, measurements
were restricted to a window defined by the onset of the response to
flashed stimuli at an ISI of 0 ms and the end of the responses to A and B
presented independently (see Fig. 2). The dV/dt was measured from the
first 5 ms of the averaged Vm response. Mean instantaneous firing rate
and number of spikes were measured for each trial, and the timing of the
spike response was measured as the median spike latency across all trials.

Figure 1. Comparison of one-dimensional and two-dimensional receptive field maps. The receptive field of this simple layer 4
regular-spiking cell was first mapped using a Gaussian-filtered noise stimulus, which generated a detailed two-dimensional map
(left). The receptive field was then mapped by presenting individual optimally oriented bright and dark bars in 16 positions
covering the same area of visual space, generating the corresponding one-dimensional map (right). The two sets of stimulus
responses identified the same set of receptive field subregions, indicating good correspondence between the one- and two-
dimensional maps.
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Precision of spike timing was calculated as the
interquartile range of the time of the first
evoked spike in each trial. For both Vm and
spikes, the responses to individual flashed bars
A and B were used to predict the response to
paired bars (A plus B), assuming algebraic
summation.

Conductance estimates. All conductance cal-
culations were performed on data obtained us-
ing QX-314, which eliminates fast sodium
spikes, in the pipette. For each pair of bar stim-
uli, the bars were presented separately and at
varying interstimulus intervals while holding
the cell at 4 or 5 Vm levels with brief somatic
current pulses. Visual stimulus conditions and
Vm levels were randomly interleaved. Only
data sets with stable baseline Vm activity were
included. Conductance onset was measured
from the first derivative of the estimated con-
ductance curve.

The total membrane conductance at each
point during a postsynaptic potential (PSP) was
calculated as follows (Higley and Contreras,
2006): Cm � dVm/dt � � gT(Vm � Vrev) � Iinj,
where Cm is the cell’s membrane capacitance,
calculated by measuring the time constant
from short hyperpolarizing current pulses, gT

is the total membrane conductance, Vrev is the
weighted combined reversal potential of all
membrane conductances, and Iinj is the in-
jected current. This equation can be rewritten
as Vm � 1/gT � (Iinj � Icap) � Vrev, where Vm is
a linear function of the injected current, cor-
rected for the capacitative current (Icap � Cm �

dVm/dt). Evoking a synaptic response while
holding the cell at multiple Vm levels with vary-
ing Iinj gives a voltage– current ( V–I) plot
where the inverse slope of the best line fit is gT.
Subtracting the gT calculated during a preceding
baseline period (resting leak conductance) from
the gT calculated during the synaptic response
gives a measure of the total evoked synaptic
conductance, gsyn. The following simplifica-
tion can be used to estimate the contributions of
excitatory and inhibitory conductances to the to-
tal gsyn: Isyn � gE(Vm � VE) � gI(Vm � VI),
where Isyn is the total synaptic current, gE and gI

are the total excitatory and inhibitory conduc-
tances, respectively, and VE and VI are the re-
versal potentials for excitation and inhibition,
respectively. At the synaptic reversal potential
(Vrev), Isyn � 0, giving 0 � gE(Vrev � VE) �
gI(Vrev � VI). If gsyn � gE � gI, then gI �
gsyn(VE � Vrev)/(VE � VI) gE � gsyn(VI � Vrev)/
(VE � VI). Vrev was then calculated as the Y
value of the intersection of the V–I plot made at
baseline with the V–I plot made at each point in
the synaptic response. VE and VI were set at 0 mV
and �80 mV, respectively.

Figure 2. Temporally coincident stimuli in the receptive field evoke supralinear spike output and changes in spike timing.
A, Optimally oriented bright and dark bars were flashed (128 ms) in 16 positions across the receptive field of a layer 4 simple cell,
generating a one-dimensional map. Bar positions A and B were chosen as sites in two discrete receptive field subregions that
evoked strong bright and dark responses, respectively. B, Bars A and B each evoked spike output when briefly presented alone (16
ms), but evoked more spikes with a narrower temporal distribution when presented simultaneously. Each example is generated
from 10 overlaid traces. C, PSTHs from 30 presentations of A and B alone. D, PSTHs of recorded responses to 30 presentations of A
and B together presented at varying interstimulus intervals (black) were compared to predicted PSTHs calculated as the linear sum

4

of the responses to A and B alone (gray). The summed re-
sponses were measured within a window bounded by the be-
ginning of the response at an ISI of 0 ms and the end of the
responses to A and B alone (dashed line). E, Distributions of the
first spike evoked by each of 30 presentations of A and B as a
function of their temporal asynchrony.
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Results
Temporal sensitivity in layer 4
After first measuring the optimal orientation (see Materials and
Methods), we used optimally oriented individual flashed bars
(128 ms duration) to map the receptive field of each cell. Across
the population of cells, the resulting one-dimensional line
weighting function (Movshon et al., 1978; Palmer and Davis,
1981; Jones and Palmer, 1987) corresponded well to the two-
dimensional map of the receptive field (Fig. 1). The layer 4 simple
cell shown in Figure 2 illustrates the spike output evoked by the
flashed bar stimuli, shown as peristimulus time histograms
(PSTHs) of spike responses in each portion of the receptive field
(Fig. 2A).

Two test bar positions were chosen in separate receptive field
subregions, one bright (bar A) and one dark responsive (bar B),
thus activating nonoverlapping pools of thalamic afferents
(Hubel and Wiesel, 1962; Reid and Alonso, 1995; Usrey et al., 2000;
Alonso et al., 2001) (Fig. 2A). We then presented bars A and B
individually and at varying ISIs. Each test bar presentation (16 ms
duration) evoked a robust synaptic and spike response when pre-
sented alone (Fig. 2B), as shown by the PSTHs of responses to 30
stimulus presentations (Fig. 2C). The responses to bars A and B
alone were used to generate a predicted linear output in response
to paired bars (A plus B) at ISIs of 0 to 40 ms. Spike count and
firing rate were measured within a narrow window (Fig. 2D) (see
Materials and Methods). The observed responses of the cell dif-
fered from the linear predictions in two primary ways (Fig. 2D).
First, temporally coincident stimuli (ISIs, �16 ms) evoked more

spikes than expected. Second, the re-
sponse to the paired bars occurred earlier
than expected. In addition to the supralin-
ear spike output and change in response
timing, coincident stimuli also evoked in-
creased spike precision, as measured by
the timing of the first evoked spike in each
trial (Fig. 2E). Data from an additional layer
4 simple cell is shown in supplemental
Figure 1 (available at www.jneurosci.org
as supplemental material).

Population averages from layer 4 (n �
19) (Fig. 3) showed that temporally coin-
cident flashed bar stimuli at ISIs of �16
ms evoked a significantly supralinear
spike output, both in number of spikes
per trial (Fig. 3A) and instantaneous firing
rate (Fig. 3B) (one sample t test; p � 0.001
at ISIs of �8, 0, and 8 ms; p � 0.05 at ISI of
16 ms). Within that same time window,
coincident stimuli also evoked a signifi-
cant decrease in the median spike latency
(Fig. 3C) ( p � 0.001 at ISIs of �8, 0, and
8 ms). The latency to the first evoked spike
in each trial decreased from 51.8 � 2.4 in
response to A or B alone to 46.1 � 1.8 at
an ISI of 0 ms ( p � 0.01). In addition, the
precision of the timing of the first evoked
spike in each trial was significantly in-
creased at short ISIs (Fig. 3D) ( p � 0.001
at an ISI of 0 ms; p � 0.05 at ISIs of �8 or
8 ms). At intervals �16 ms, summation
of spike output was consistently linear.
These findings were consistent, even
when the order of stimulus presentation

was changed (ISI, �8 ms). Furthermore, the supralinearity of
summation in response to flashed bar pairs was consistent,
regardless of the spatial separation of the bars in the receptive
field (supplemental Fig. 2, available at www.jneurosci.org as
supplemental material). Our findings were not altered by the use
of intracellular recording techniques, as extracellular recordings
of regular-spiking layer 4 simple cells demonstrated similar re-
sults (n � 28) (supplemental Fig. 3, available at www.jneurosci.
org as supplemental material). In addition to the population of
simple cells described above, five layer 4 complex cells showed
similarly nonlinear responses to coincident input (data not
shown). Increasing effective stimulus strength by increasing the
contrast of individual bars did not result in supralinear spike
output (supplemental Fig. 4, available at www.jneurosci.org as
supplemental material), suggesting that the nonlinear summa-
tion is specific to temporal integration. In summary, we observed
that synchronous inputs from nonoverlapping pools of thalamic
cells consistently resulted in supralinear response summation, an
increase in spike precision, and an advance in the overall timing
of the response.

We next explored the summation of inputs at the subthresh-
old level. The Vm responses of an example layer 4 simple cell to
the flashed bar stimuli are shown in Figure 4. The responses to
bars A and B alone (Fig. 3A) were used to calculate predicted Vm

responses to paired stimuli (A plus B), assuming linear summa-
tion (Fig. 4B). Paired bar stimuli evoked a sublinear Vm response
when the ISI was �16 ms, but the Vm response to A plus B at an
ISI of 0 ms was larger than that to either A or B alone (Fig. 4C).
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Figure 3. Temporally coincident stimuli result in nonlinear summation of spike responses in layer 4. A, For each cell (n � 19
layer 4 simple cells), the number of spikes on each stimulus trial was compared to the expected spikes per trial, assuming linear
summation. Within an ISI of 0 to 16 ms, coincident stimuli evoked significantly more spikes per trial than expected. Beyond 16 ms,
responses to paired stimuli were linear. B, Similarly, the mean instantaneous firing rate was significantly supralinear within the
same 16 ms time window. C, Median spike latency was significantly advanced in response to stimuli at short intervals. D, Precision
of the timing of the first evoked spike on each trial, measured as the median interquartile range of spike times (IQR), was
significantly increased at short interstimulus intervals. Dashed lines indicate mean precision in response to A and B alone. Error bars
indicate SEM. *p � 0.05; **p � 0.01.
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The membrane potential trajectory in re-
sponse to bar pairs with ISIs of �16 ms was
of greater velocity (dVm/dt) than expected
from the linear prediction (Fig. 4D).

These observations were consistent
across the population of 19 layer 4 simple
cells. The amplitude of the PSP evoked by
temporally coincident stimuli (�16 ms)
was significantly sublinear (Wilcoxon
signed rank test; p � 0.001 at ISIs of 0 and
8 ms) (Fig. 5A). Like the spike response,
the peak of the underlying Vm response to
coincident stimuli was advanced in time
( p � 0.001 at ISIs of 0 and 8 ms) (Fig. 5B).
At short ISIs, the initial evoked dVm/dt
was significantly increased ( p � 0.01 at an
ISI of 0 ms; p � 0.05 at an ISI of 8 ms) (Fig.
5C). In association with the increased
dVm/dt, the apparent spike threshold of
the first evoked spike in each trial was sig-
nificantly decreased at short interstimulus
intervals ( p � 0.001 at ISIs of 0 and 8 ms)
(Fig. 5D).

The presence of the sodium channel
blocker QX-314 significantly decreased
the synaptic response sublinearity at an
ISI of 0 ms from 25.4 � 4.2% to 14.9 �
3.6%, suggesting that the presence of
spike activity contributes to sublinear Vm

summation ( p � 0.05; n � 9 layer 4 simple
cells) (Fig. 5A). However, a significant de-
gree of sublinearity remained, even in the
absence of spikes ( p � 0.05) (Fig. 5A). One
possible explanation for the remaining sub-
linearity is a reduction in driving force attributable to depolarization
(Higley and Contreras 2006). Indeed, we found that the summation
of Vm responses was close to linear when accounting for the reduc-
tion of driving force and the presence of spikes (supplemental Fig. 5,
available at www.jneurosci.org as supplemental material).

To assess the contribution of intrinsic membrane properties
to the increased dVm/dt evoked by temporally coincident stimuli,
we compared the membrane potential trajectory in the presence
and absence of QX-314. QX-314 completely eliminated the ob-
served increase in dVm/dt at short ISIs ( p � 0.01) (Fig. 5C).
These data suggest that the enhanced impact of temporally
coincident inputs is partially caused by increased recruitment
of sodium channels.

Restricted window for temporal sensitivity in fast-spiking
inhibitory interneurons
Previous work has suggested that the membrane time constant
may regulate the length of the window for detection of coincident
synaptic inputs (Konig et al., 1996; Shadlen and Newsome, 1998).
We therefore tested the hypothesis that layer 4 FS inhibitory in-
terneurons, which have a short membrane time constant (Cardin
et al., 2007), exhibit a narrower window for coincidence detec-
tion than do RS excitatory neurons. Indeed, fast-spiking (n � 6),
putative inhibitory interneurons in layer 4 showed only an 8 ms
window for nonlinear synaptic (Fig. 6A) and spike (Fig. 6B) sum-
mation, significantly narrower than the window of layer 4 RS (n �
11), putative excitatory neurons ( p � 0.05 in both cases). In
response to both individual and paired flashed bars, FS cells ex-
hibited faster dVm/dt than did RS cells ( p � 0.01; two-way

ANOVA with Bonferroni’s post tests). However, FS cells showed
increased dVm/dt only in response to synchronous inputs at an
ISI of 0 ms, whereas RS cells showed dVm/dt increases in response
to inputs at ISIs of �16 ms ( p � 0.05) (Fig. 6C). Underlying these
differences in the window for coincidence detection was a corre-
sponding difference in the membrane time constant. RS cells had
a mean time constant of 7.2 � 1.0 ms, whereas FS cells had a mean
time constant of 4.9 � 0.8 ms ( p � 0.05). These results suggest
that nonlinear summation mechanisms in layer 4 FS cells are
engaged only by very synchronous inputs, whereas layer 4 RS cells
are sensitive to a broader range of temporal patterns.

Cellular mechanisms of nonlinear summation and
response timing
To further explore the cellular processes underlying temporal
sensitivity, we estimated the synaptic conductances underlying
the responses to each set of flashed bars (see Materials and Meth-
ods) (supplemental Fig. 6, available at www.jneurosci.org as sup-
plemental material). Flashed bar stimuli in excitatory receptive
field subregions evoked a characteristic series of conductances
underlying robust membrane potential and spike responses (sup-
plemental Fig. 7, available at www.jneurosci.org as supplemental
material). As observed in other cortical areas in response to brief
sensory stimuli (Wehr and Zador, 2003; Wilent and Contreras,
2005a; Higley and Contreras, 2006), individual flashed bars of
appropriate contrast evoked a characteristic conductance re-
sponse, with initial excitatory conductances ( gE) rapidly over-
taken by inhibitory conductances ( gI) (Fig. 7A; supplemental Fig.
7, available at www.jneurosci.org as supplemental material), as

Figure 4. Sublinear summation of synaptic potentials underlying supralinear spike output. A, Membrane potential responses to
bars A and B in an example layer 4 simple cell. Spikes have been removed. B, Average PSPs in response to A and B together at
varying intervals (black) compared to the predicted responses calculated as the linear sum of the responses to A and B alone
(dashed). At short intervals, the observed responses were smaller in amplitude than the expected responses and were advanced in
time. C, Expanded traces of the observed responses to A and B individually and A and B together at an ISI of 0 ms are shown with the
linear prediction of A and B (dashed). The response to A and B together was larger than the responses to either A or B alone.
D, Expanded traces from the box in B of the observed (black) and expected (dashed) responses to A and B together at an ISI of 0 ms.
The membrane potential trajectory (dVm/dt) of the observed response was faster than that of the expected response.
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reflected by a decrease in input resistance and changes in reversal
potential (Fig. 7C). The responses to the individual bars were
used to predict the excitatory and inhibitory conductances ex-
pected in response to paired bars, assuming linear summation of
inputs.

We calculated the delay between the peaks of the excitatory
and inhibitory conductances (E–I delay) during each stimulus
condition for a population of layer 4 simple cells (n � 11). The
excitatory conductance evoked by simultaneous stimuli peaked
earlier than expected, resulting in an extended window between
excitation and inhibition (Fig. 7B). The E–I peak delay was sig-
nificantly longer in response to bar pairs at short intervals (ISI of
0, p � 0.01; ISI of 8 ms, p � 0.05) than in response to individual
bars, but at longer intervals the E–I delay was similar to that
evoked by individual flashed bars (Fig. 7D). Neither the excita-
tory nor inhibitory conductance peak magnitude in response to
presentation of bars A and B at an ISI of 0 ms differed significantly
from the predicted magnitude (n � 11 layer 4 simple cells; p �
0.05 for gE and gI; Mann–Whitney test), suggesting a linear sum-
mation of conductance amplitudes. Similarly, the onsets of the
excitatory and inhibitory conductances did not differ from the
predicted times (mean difference from predicted time: gE,
�0.3 � 1.5 ms; gI, 0.4 � 1.3 ms; p � 0.05 in both cases). However,
the time from onset to the peak of gE was significantly shorter
than expected (�2.5 � 0.4 ms; Wilcoxon signed rank test; p �
0.01), whereas the time to peak of gI was unchanged (0.1 � 0.3
ms; p � 0.05). Together, these data suggest that the extended

window between the peaks of gE and gI

results from a faster rate of rise of gE in
response to coincident inputs.

Comparison across cortical layers
Together, these results reveal a powerful
set of cellular mechanisms for the tempo-
ral sensitivity of cells in layer 4, the major
site of thalamocortical input. However,
little is known about temporal processing
in downstream cortical layers. We there-
fore compared synaptic integration across
layers (n � 19 layer 4 cells, 16 layer 2/3
cells, 25 layer 5/6 cells) to determine
whether this form of nonlinear integra-
tion is a feature specific to layer 4 or com-
mon to all cortical circuits.

There were no differences in the re-
sponse amplitude to individual flashed
bars across cortical layers ( p � 0.05; two-
way ANOVA with Bonferroni’s post
tests). However, we found significant dif-
ferences in the temporal sensitivity of
spike output across layers ( p � 0.01) (Fig.
8A). Layer 2/3 cells demonstrated only a
small supralinearity of the spike response
to temporally coincident stimuli, whereas
cells in layer 5/6 showed linear summa-
tion regardless of stimulus interval. At ISIs
between �8 and 8 ms, the supralinearity
of spike output in layer 4 was significantly
greater than in layers 2/3 ( p � 0.05) and
5/6 ( p � 0.01). Similarly, at short ISIs, the
supralinearity of layer 2/3 responses was
greater than those in layer 5/6 ( p � 0.05).
The timing of responses to paired stimuli

was also significantly different across the layers ( p � 0.001), with
slightly advanced responses at short intervals in both layers 2/3
and 5/6 compared to the large shift in response timing in layer
4 (Fig. 8B). At ISIs between �8 and 8 ms, the advance in
response timing in layer 4 was significantly greater than in
layer 2/3 ( p � 0.05) or layer 5/6 ( p � 0.001). There was no
significant difference between the advances in timing in layers
2/3 and 5/6 at ISIs between �8 and 8 ms ( p � 0.05). The
precision of spike timing of each of the three populations was
also significantly different ( p � 0.001) (Fig. 8C). At an ISI of 0
ms, layer 4 cells showed significantly greater precision than
layer 2/3 ( p � 0.01) or layer 5/6 cells ( p � 0.05). Cells in layer
5/6 demonstrated significantly higher spike-timing precision
than cells in layer 2/3 ( p � 0.05), likely as a result of the
inclusion of thalamorecipient cells in layer 6. Overall, these
data suggest that layer 4 is specialized for detecting and encoding the
temporal pattern of synaptic inputs and that this feature is reduced
or absent in successive downstream cortical layers.

Discussion
Temporal sensitivity in cortical neurons
Previous work has suggested that cortical neurons can accurately
encode the temporal pattern of their inputs (Mainen and
Sejnowski, 1995; Konig et al., 1996; Galarreta and Hestrin, 2001),
but little is known about mechanisms underlying the ability
of cortical neurons to detect the precise timing of sensory-
evoked inputs under the characteristically active network con-
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Figure 5. Coincident stimuli evoke sublinear Vm summation and faster membrane potential trajectory. A, For each cell
(n � 19 layer 4 simple cells), average observed Vm responses were compared to expected responses, assuming linear
summation. Vm summation was significantly sublinear at short ISIs, and became linear at ISIs of �16 ms (filled circles). This
sublinearity is partially attributable to the presence of spikes, as cells recorded with QX-314 demonstrated decreased, but
still significantly sublinear, summation (n � 9 layer 4 simple cells; open circles). B, Timing of the peak of the evoked PSP
was significantly advanced in responses to paired stimuli at short intervals. C, The dVm/dt of the Vm responses to coincident
stimuli within a short window was significantly increased (filled circles). This increase was eliminated in the presence of
QX-314 (open circles). The dashed line denotes mean dVm/dt in response to bars A and B presented individually. The dotted
line denotes mean dVm/dt in response to A and B in the presence of QX-314. D, Apparent spike threshold of the first evoked
spike in each trial was significantly decreased in response to temporally coincident stimuli. Error bars indicate SEM.
*p � 0.05; **p � 0.01.
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ditions observed in vivo. The highly active state of cortical
networks in vivo profoundly changes neuronal integration prop-
erties on a moment-to-moment basis (Bernander et al., 1991;
Destexhe and Pare, 1999; Cardin et al., 2007, 2008). The presence

Figure 6. Fast-spiking inhibitory interneurons have a shorter window for temporal
sensitivity. The population of layer 4 simple cells was divided into RS, putative excitatory
neurons and FS, putative inhibitory interneurons. A, In both cell types, coincident inputs at
an ISI of 0 ms evoked a sublinear summation of Vm responses. However, summation in FS
cells returned to linearity at all other interstimulus intervals, whereas RS cells showed
significant nonlinearity in response to all inputs at �16 ms intervals. B, Similarly, FS cells
showed a much narrower window for supralinear summation of spike responses. FS cells
demonstrated supralinear summation of spike responses only at very short ISIs, whereas
RS cells showed supralinearity over a much wider range. Single asterisks denote signifi-
cant difference between the degree of nonlinearity between RS and FS cell responses at
each time interval ( p � 0.05). C, FS cells showed an increase in dVm/dt only in response
to paired bars at an ISI of 0 ms, whereas RS cells showed increases in dVm/dt at ISIs of �16
ms. Dotted and dashed lines indicate FS and RS dVm/dt values in response to single flashed
bars, respectively. Error bars indicate SEM.

Figure 7. Visual stimulus synchrony changes the relative timing of evoked excitatory
and inhibitory conductances. A, Estimates of the excitatory (green) and inhibitory (black)
conductances underlying the Vm responses to bars A and B alone. These data were ac-
quired using QX-314 in the pipette. B, Estimates of the excitatory and inhibitory conduc-
tances evoked by A and B together at an ISI of 0 ms (solid lines) and predicted
conductances, assuming linear summation of the responses to A and B alone. Squares
represent the time of the peak of each conductance. The onset and peak of the observed
excitatory, but not inhibitory, conductance occurred earlier than predicted, as shown by
the vertical arrows. This generated a prolonged period of excitatory dominance before the
onset of the subsequent inhibition. C, Reversal potential (black) and input resistance
(gray) during the Vm response (blue) of this cell to A and B together at an ISI of 0 ms. D,
Excitation–inhibition (E–I) delay, measured as the time between the peaks of the excita-
tory and inhibitory conductances, was significantly longer at ISIs of 0 and 8 ms than in
response to A or B alone. At longer ISIs, the E–I delay decreased to baseline levels. Error
bars indicate SEM. *p � 0.05; **p � 0.01.
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of background synaptic noise like that observed in visual cortex
cells in vivo (Anderson et al., 2000; Cardin et al., 2008) may lead to
faster neural responses and enhanced temporal discrimination
(Rudolph and Destexhe, 2003; Zsiros and Hestrin, 2005; Prescott

et al., 2006), suggesting that the level and pattern of network
synaptic input tunes the sensitivity of cortical neurons to coinci-
dent inputs. Indeed, previous work using computational models
has found that the degree of synchrony between synaptic inputs
may shift cortical neurons along a spectrum of behavior from
integration to coincidence detection (Bernander et al., 1991; Abeles
et al., 1993; Softky and Koch, 1993; Rudolph and Destexhe,
2003; Prescott et al., 2006). Synchronization of activity across
the cortical network varies with sensory context (Castelo-Branco
et al., 2000; Kohn and Smith, 2005; Poulet and Petersen, 2008)
and behavioral state (Steriade et al., 1996; Destexhe et al., 1999;
Steriade et al., 2001), and contributes to visual processing (Gray
and Singer, 1989; Vaadia et al., 1995; Singer, 1999; Steinmetz et
al., 2000).

Our data indicate that thalamorecipient neurons at the first
stage of visual cortical processing are highly sensitive to synchro-
nous inputs generated by pairs of stimuli in the receptive field.
We found that temporally coincident visual stimuli evoked an
increase in both the precision of the timing of the first evoked
spike and the overall magnitude of the spike response. The length
of the window for detection of coincident inputs was similar for
both intracellular and extracellular recordings (�16 ms), and was
of the same general magnitude as those suggested previously by
extracellular recordings in the visual [7 ms (Alonso et al., 1996), 8
ms (Kumbhani et al., 2007)] and somatosensory [6 – 8 ms (Roy
and Alloway, 2001)] systems. Previous recordings in the somato-
sensory system have similarly suggested that synchronous inputs
to barrel cortex exhibit a high degree of efficacy (Pinto et al., 2000;
Bruno and Sakmann, 2006).

Layer 4 fast-spiking, putative inhibitory interneurons showed
a significantly shorter window for coincidence detection than did
layer 4 regular-spiking, putative excitatory cells. These findings
agree well with previous observations that FS cells exhibit a high
degree of temporal response fidelity to their synaptic inputs
(Galarreta and Hestrin, 2001). In addition, our data suggest that
the pattern of incoming temporal information is represented dif-
ferently in the spike trains of layer 4 excitatory and inhibitory
neurons. Because interneurons show a very limited window
for supralinear summation, incoming near-synchronous syn-
aptic events may recruit a robust excitatory cell response and
less feedforward inhibition. The limited window for supralin-
ear summation by interneurons may restrict the dynamic range
of feedforward inhibition evoked by synchronous activity. Un-
derlying this difference in temporal sensitivity was a significant
difference in the membrane time constant of the two cell popu-
lations (Cardin et al., 2007), highlighting the importance of the
time constant in placing biophysical constraints on the initial
window for detection and integration of coincident synaptic
events (Konig et al., 1995; Koch et al., 1996; Shadlen and New-
some, 1998). However, biophysical membrane properties are
not the sole determinant of the window for synaptic integra-
tion. Previous work has shown that the critical window for
sensory input integration in somatosensory and auditory cor-
tex is limited at 5–7 ms by powerful feedforward inhibition
(Wehr and Zador, 2003; Wilent and Contreras, 2004, 2005a;
Higley and Contreras, 2006). Our current results suggest a
similar excitatory–inhibitory interaction in visual cortex neu-
rons, although a complete examination is beyond the scope of
this study.

Integration of synchronous visually evoked inputs varied sig-
nificantly across cortical layers. In contrast to the striking supra-
linearity and increase in temporal precision of layer 4 responses,
the responses of cells in layers 2/3 and 5/6 were more linear and

Figure 8. Sensitivity to coincident inputs decreases in downstream cortical layers. A, Layer 4 cells
(dark blue) showed the largest spike output supralinearity in response to coincident stimuli. Layer 2/3
cells (light blue) showed less summation nonlinearity, and layer 5/6 cell (green) responses summed
linearly regardless of stimulus timing. B, Similarly, the shift in timing of the spike response to coinci-
dent stimuli was most advanced in layer 4, and much less so in downstream layers. C, Precision of the
timing of the first evoked spike in layer 4 cells was significantly increased in response to coincident
stimuli, but less so in layers 2/3 or 5/6. Overall, spike precision was greatest in layer 4, and least in layer
2/3. In each case, statistical significance is shown here only for comparisons between layer 4 and
downstream layers at an ISI of 0 ms. *p � 0.05; **p � 0.01.
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showed little enhancement of spike precision. Our 8 ms temporal
resolution precluded us from quantifying the precise nature of
the relationship between response latency and temporal sensitiv-
ity across layers. It is possible that spike-timing precision may be
affected by anesthesia state. However, response amplitudes were
consistent across layers, suggesting a lack of any layer-specific
effect of anesthesia. Overall, our data suggest that the temporal
sensitivity observed here contributes significantly to information
processing in layer 4, but may not play a functional role in down-
stream cortical layers.

Cellular mechanisms underlying nonlinear summation of
coincident inputs
We observed two fundamental cellular mechanisms underlying
the nonlinear summation of coincident synaptic inputs to layer 4
neurons. First, we found that temporally coincident inputs were
associated with increases in the rate of rise of the evoked excita-
tory conductance. This faster increase in excitation resulted in
enhanced recruitment of fast sodium channels, which are distrib-
uted throughout the soma and dendrites of cortical neurons
(Schwindt and Crill, 1995; Mittmann et al., 1997). The down-
stream impact of this quicker gE trajectory was seen in the in-
crease in dVm/dt in the membrane potential response, which was
sensitive to sodium channel blockade, and the consequent low-
ering of apparent spike threshold (Nowak et al., 1997; Azouz and
Gray, 2000; Wilent and Contreras, 2005b). Previous work has
shown that increasing the speed of the dVm/dt contributes to
increased precision of spike timing (Fetz and Gustafsson, 1983;
Fricker and Miles, 2000; Harsch and Robinson, 2000; Axmacher
and Miles, 2004), suggesting that the faster gE rise and associated
increase in dVm/dt underlie the observed increase in precision of
the first spike evoked by coincident inputs. These results are in
agreement with earlier predictions of the existence of cortical
mechanisms to maintain the level of precision inherent in tha-
lamic inputs (Kumbhani et al., 2007). Studies of information
content in cortical spike trains indicate that the timing of
sensory-evoked spikes contains significant information (Mechler
et al., 1998; Petersen et al., 2001, 2002; Reich et al., 2001), sug-
gesting that the regulation of spike precision observed here may
play a key role in encoding the time course of compound visual
events.

Second, we found that the faster rise caused gE to peak
earlier than expected, resulting in a longer window between
the peaks of gE and gI. Our results suggest that the supralinear
spike output in response to coincident sensory inputs is gen-
erated by an extended period of excitation-driven spiking be-
fore inhibition becomes dominant. A similar increase in the
period of excitatory dominance contributes to direction tun-
ing in somatosensory cortical neurons (Wilent and Contreras,
2005a). The earlier peak in gE and the associated increase in
dVm/dt and lowering of the spike threshold likely contribute to
the overall advance in timing of the spike response to coinci-
dent inputs.

Our findings suggest a cortical origin for the increases in both
spike precision and response magnitude. The increase in the rate
of membrane depolarization was blocked intracellularly by QX-
314, indicating that the underlying mechanism is intrinsic to the
cortical cell. Furthermore, if the shift in response timing and
magnitude were attributable to a nonlinear change in thalamic
input, we would expect the onset time of the evoked excitatory
conductances to be affected. However, we observed that the onset
times of gE and gI were the same for both the individual and
paired sensory inputs. Similarly, if the supralinear output was the

result of nonlinear enhancement of the magnitude of thalamo-
cortical inputs, we would expect the underlying excitatory con-
ductances to sum nonlinearly. Instead, we found that the
excitatory conductance amplitudes summed linearly, indicating
no change in the magnitudes of the thalamic inputs evoked by the
flashed bars.

Conclusions
In vitro studies have identified a number of cellular mechanisms
for detection of temporally coincident synaptic inputs that may
operate at varying temporal and spatial scales, including local
coincidence detection within active dendrites (Softky, 1994;
Golding et al., 2002; Williams and Stuart, 2002; Schmidt-Hieber
et al., 2007) and interactions between EPSPs and backpropagat-
ing action potentials (Higley and Sabatini, 2008; Spruston, 2008).
In addition, dendritic branching patterns contribute to the ex-
pression of coincidence detection (Schaefer et al., 2003), suggest-
ing that morphological differences may play a role in the
variation in temporal sensitivity we observed between cells in
layer 4 and downstream layers. Although these mechanisms may
contribute to the results observed here, a detailed investigation is
beyond the scope of this study.

Our results demonstrate a powerful set of mechanisms for the
detection and encoding of the temporal pattern of sensory-
evoked synaptic inputs to visual cortex neurons. This temporal
sensitivity is mostly specific to layer 4, suggesting that a global
property of these cells is to encode the temporal characteristics of
the ongoing stream of sensory input (Wehr and Zador, 2003;
Higley and Contreras, 2006). The differing windows of temporal
sensitivity in excitatory and inhibitory neurons may confer com-
putational flexibility to local network interactions driven by sen-
sory stimulation.

By virtue of their biophysical properties and synaptic position
in the cortical network, layer 4 neurons are optimized for the
detection of synchronous inputs, especially under phasic stimu-
lus conditions such as those at the end of saccadic eye move-
ments. This temporal sensitivity may contribute to perceptual
acuity. Indeed, previous work has found that the human visual
system can make use of small timing differences in stimuli, on the
order of 3–10 ms, for spatial (Georgeson and Georgeson, 1985)
and temporal (Westheimer, 1983) discrimination and for figure–
ground segregation (Fahle, 1993). However, the interpretation of
this temporal detection signal by downstream stages of cortical
processing remains to be explored.
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