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ABSTRACT We recently developed a polarizable atomic multipole refinement method assisted by the AMOEBA force field for
macromolecular crystallography. Compared to standard refinement procedures, the method uses a more rigorous treatment of
x-ray scattering and electrostatics that can significantly improve the resultant information contained in an atomic model. We
applied this method to high-resolution lysozyme and trypsin data sets, and validated its utility for precisely describing biomolec-
ular electron density, as indicated by a 0.4–0.6% decrease in the R- and Rfree-values, and a corresponding decrease in the rela-
tive energy of 0.4–0.8 Kcal/mol/residue. The re-refinements illustrate the ability of force-field electrostatics to orient water
networks and catalytically relevant hydrogens, which can be used to make predictions regarding active site function, activity,
and protein-ligand interaction energies. Re-refinement of a DNA crystal structure generates the zigzag spine pattern of hydrogen
bonding in the minor groove without manual intervention. The polarizable atomic multipole electrostatics model implemented in
the AMOEBA force field is applicable and informative for crystal structures solved at any resolution.
INTRODUCTION
The x-ray crystallographic structure of a molecule typically

yields atomic resolution information based on the density

of electrons within the crystal. To generate calculated struc-

ture factors from an atomic model, assumptions must be

made regarding the distribution of electrons around atoms

and their disorder. Typically, atoms are assumed to scatter

as isolated Gaussian spheres with some thermal vibration.

This formalism has the benefit of simplicity; however,

a recently developed scattering model based on Cartesian

Gaussian multipoles offers an advantage in that it captures

the features of the electron density due to chemical bonding

exhibited by macromolecules (1). Whereas the benefits of

nonspherical scattering models are most pronounced at

very high resolution, the inclusion of a polarizable atomic

multipole force field (based on the atomic multipole opti-

mized energetics for biomolecular applications (AMOEBA)

force field (2,3)) that replaces the standard geometric force

field (4) can provide improvements at any resolution.

Furthermore, our new refinement method uses a more

descriptive and physically transferable model of molecular

energetics.
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The limitations of the isolated atom model (IAM) were

first made clear when Bragg described the appearance of

a 222 reflection in diffraction patterns of diamond, which

can only be explained by a tetrahedral description of the elec-

tron density about each atom (5). This result was expanded

on by Renninger (6,7) and later modeled by Dawson (8,9)

using an aspherical harmonic expansion of the electron

density. This improved the scattering model and led to

many developments using similar approaches; however, it

has not been widely employed, primarily because of the

computational cost—up until recently, there were no fast

Fourier transform (FFT)-based methods (10,11) available

for aspherical scattering models. As a result, aspherical

expansions have only been employed for a few cases in

which high-resolution (<0.8 Å) data were available and

the deviations from the IAM were most apparent. Previous

aspherical treatments of the electron density, such as the

Hansen and Coppens (12) formalism, describe the angular

dependence of the electron density around an atom using

spherical harmonics combined with radial Slater-type

orbitals. In contrast, our method uses Cartesian Gaussian

multipoles. We have shown that this approach is readily

amenable to FFT methods to compute structure factors,

and as a result, aspherical and anisotropic electron density

can be computed rapidly even for large systems (1).

As a replacement for the commonly used simple

geometric force field (4), we use the AMOEBA force field,

which includes polarization (2,3). Permanent electrostatics

represents the electron density of a group of atoms in the

absence of interactions with the environment, whereas the

induced dipoles model the polarization response of the elec-

tron density to the local electric field (13,14). The inclu-

sion of polarization in the AMOEBA force field allows
doi: 10.1016/j.bpj.2010.02.057
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transferability between gas and condensed phases, and there-

fore quantum calculations can be used directly to parame-

terize the force field. In principle, AMOEBA can accurately

model molecular energetics across biological environments

of different polarities (15). Improved modeling of the elec-

trostatic potential via polarization effects provides more

informative/accurate descriptions of protein interaction ener-

gies (such as in a b-sheet or between protein and ligand (16))

and charge density (17) to enrich crystallographic model

interpretation.

Water plays a widely appreciated central role in dictating

biomolecular structure and function: the hydrophobic force

drives folding, hydrogen bonding stabilizes nucleic acid

and protein structures, and water itself has a high nucleophi-

licity that must either be shielded or harnessed by enzymes

(18). Crystallography is one of only a few techniques that

can directly analyze water structure and bonding patterns;

however, the high experimental demands for neutron diffrac-

tion and the lack of an Ewald electrostatics (19) treatment in

crystallographic refinement have been limiting factors in the

detailed analysis of water structure in crystal structures (20).

The AMOEBA force field thus described includes a model of

water that has been validated against vacuum and condensed

phase experimental data in addition to precise electronic

structure calculations (2). Long-range electrostatics are rig-

orously calculated using a particle mesh Ewald (PME)

approach that avoids artifacts and instability caused by using

cutoffs (21–23). The explicit inclusion of polarization effects

facilitates a water structure that matches experimental obser-

vations in varied environments (24). The resultant water

model provides a reliable means of determining the orienta-

tion and energetics of water hydrogen-bonding networks,

and obtaining information from crystallographic models

that has not been available in the past.

Here we present re-refinements of high-resolution crystal

structures of lysozyme at 0.65 Å resolution (25) and trypsin

at 0.84 Å resolution (26) using AMOEBA force-field-assis-

ted multipolar refinement. The re-refinements significantly

lower the Rfree-values, suggesting that the method improves

agreement between the model and data. The polarizable

Ewald treatment of electrostatics yields information that

suggests a mechanism of pKa coupling in lysozyme and

provides additional evidence for the charge-relay mechanism

of trypsin. To validate the AMOEBA electrostatic model, we

re-refined a nine-basepair DNA duplex at 0.89 Å (27), which

resulted in a complete hydrogen-bond network in the minor

groove that agrees precisely with the Dickerson model of

hydration (28,29). Our results illustrate the power of energy-

function-assisted refinement when a state-of-the-art force

field is used, and provide a method to orient and refine

hydrogen positions (including solvent)—a crucial compo-

nent in obtaining structural insights into enzymatic mecha-

nisms, ligand-binding specificity, and protein-ligand design

that we propose as a generally applicable method for macro-

molecular crystallography.
MATERIALS AND METHODS

Details of the polarizable multipole refinement methodology have been

described elsewhere (1). Briefly, the expression used to describe the core

and valence electron density for atom j at position r is given by

rjðrÞ ¼ P
ðcÞ
j r

ð6;1Þ
j ðrÞ þ

�
P
ðnÞ
j � qj

�
r
ð6;knÞ
j ðrÞ þ

�
dj;a

þ uj;a

�
Var

ð1;kdÞ
j ðrÞ � 1

3
Qj;abVaVbr

ð1;kQÞ
j ðrÞ (1)

Where P
ðcÞ
j is the integer number of core electrons (carbon has 2), P

ðnÞ
j is

the integer number of valence electrons (carbon has 4), Va ¼ v=vra is one

component of the del operator, and Q represents the traceless quadrupole

moment for the atom type. The Greek subscripts (a,b) represent the use of

the Einstein summation over tensor elements where a˛ x; y; zgf . The super-

scripts on the anisotropic Gaussian form factors (r
ðn;kÞ
j , where r is described

in Eq. 2) denote the number of Gaussians n that the core, valence, dipole, and

quadrupole densities each utilize, and k is a fixed (in the case of core scat-

tering) or refined width component, respectively. The same sets of six ai

and bi scattering parameters are used for the core and valence electron densi-

ties, and the dipole and quadrupole densities use a single Gaussian with their

ai and bi parameters set to unity. The widths (kn, kd, kQ) are optimized

against the diffraction data for each AMOEBA multipole type. The multi-

pole moments are held fixed based on the AMOEBA force field, requiring

only a coordinate transformation into the global frame. Each atomic dipole

is a sum of permanent and induced (d and u, respectively) components to

account for polarization, where the latter is determined using a self-consis-

tent field calculation. The Gaussian form factor r includes anisotropic

displacement parameters (ADPs) in all of the cases presented (except hydro-

gens) following the form:

r
ðn;kÞ
j ðrÞ ¼ ð2pÞ�3=2

Xn
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1
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i
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The ADP formalism includes a Uadd parameter as described by Ten

Eyck (11):

Ui ¼

0
@U11 U12 U13

U21 U22 U23

U31 U32 U33

1
A þ I3

�
bi

8p2k2
þ Uadd

�
(3)

where I3 is a 3 � 3 identity matrix, and k is the width parameter described

above. The full details of this model, including its derivation and associated

derivatives, are available in Schnieders et al. (1).

All refinements were carried out in a modified version of CNS 1.2 (30)

using customized calls to TINKER (15) to compute the chemical terms

and gradients. All refinements took advantage of the real space equation

for electron density given in Eq. 1 to allow for FFT-based computation of

structure factors. The target function for minimization,

Etotal ¼ wAEx�ray þ EForce Field (4)

utilized a weight (wA) of 1.0 for all refinements, as determined by trial and

error using the R- and Rfree-values (data not shown). It is worthwhile to

emphasize that not only does the AMOEBA force field contribute to the

force-field energy term in Eq. 4, the induced dipoles and multipole coeffi-

cients also contribute to the scattering equation used to compute Ex-ray

(also see the discussion above), and therefore the force field contributes to

both energy terms.

The general refinement scheme follows a protocol similar to that used for

the IAM and the AMOEBA with interatomic scatterering (AMOEBA-IAS)

model described by Schnieders et al. (1) unless noted otherwise. The

AMOEBA-IAS model differs from the IAM model only in the inclusion

of the multipolar coefficients and interatomic scatterers in the x-ray scat-

tering terms as given in Eq. 1 (and therefore differ in Ex-ray in Eq. 4); both
Biophysical Journal 98(12) 2984–2992



TABLE 1 Refinement statistics

Molecule dmin (Å) Scattering model Npar Nhkl

Rwork / Rfree (%)

Relative energy (Kcal/mol)Fobs/s(Fobs)>0 Fobs/s(Fobs)>3

Lysozyme 0.65 IAM 20681 187165 8.40 / 9.05 8.21 / 8.87 109.3

AMOEBA-IAS 21887 187165 7.87 / 8.60 7.66 / 8.38 0

Trypsin 0.84 IAM 29523 138150 10.90 / 11.62 10.60 / 11.28 93.4

AMOEBA-IAS 30597 138150 10.45 / 11.11 10.16 / 10.77 0

DNA* 0.89 IAM 7786 30475 14.21 / 16.59 14.10 / 16.37 NA

*For the DNA case, only the IAM model with AMOEBA chemical forces was used, because the AMOEBA-IAS model did not lead to a significant statistical

improvement (data not shown).

2986 Fenn et al.
use the full force field for the chemical term (EForceField in Eq. 4). Modifica-

tions to this protocol included an initial round of slow-cooling simulated

annealing refinement using Cartesian molecular dynamics to optimize

hydrogen positions (which were initially assigned using purely geometric

criteria for protein atoms, and randomly placed in the case of solvent waters).

Ionizable residues were considered on a case-by-case basis using previous

experimental data to determine the protonation states. In the case of alternate

conformers, a complete AMOEBA energy evaluation per conformation is

carried out because the potential is many-body and not pairwise. Fortu-

nately, computation of the AMOEBA potential energy remains less expen-

sive than evaluation of structure factors. The use of a polarizable force field

substitutes for fitting multipole coefficients for the scattering term, and offers

the unique ability to orient waters via a rigorous PME-based electrostatic

term. Other electrostatic models have been included in the geometry term

of x-ray refinements, but they tended to neglect periodic boundary con-

ditions (31) or implement conditionally convergent truncation schemes

(typically using a minimum image convention (32)). Our treatment adds

hydrogen positions to the refined parameters as part of the model, increasing

the parameter count by three times the number of hydrogen atoms. Timings

for the force field relative to the x-ray term (both with and without PME) are

presented in the Supporting Material. After refinement was completed, the

models were inspected with Coot (33) and O (34), and further rounds of

refinement were carried out as necessary. All resulting models, data, and

AMOEBA force-field parameters are available as Supporting Material.
RESULTS

Lysozyme

The triclinic hen egg white lysozyme (HEWL) diffraction

data collected by Wang et al. (25) at 100 K extend to 0.65 Å

resolution and were originally refined to an R-value of

8.39% and an Rfree-value of 9.52%. Beginning from the

deposited structure (PDB ID: 2VB1) and using the same

reflections reserved for calculation of Rfree (provided
Biophysical Journal 98(12) 2984–2992
courtesy of Z. Dauter, Argonne National Labs, personal

communication, 2009), we re-refined the model using

AMOEBA-assisted multipole refinement. The occupancies

and definitions of alternate conformations were not altered

from the original work. Using the AMOEBA-IAS scattering

model and AMOEBA force field energetics, refinement

converged to a final R-value of 7.87% and Rfree of 8.60%

(Table 1). In this model, all solvent molecules included

explicit hydrogen atoms. The AMOEBA electrostatic treat-

ment, calculated rigorously via PME, is largely responsible

for orienting water molecules into hydrogen-bond networks

that are consistent with the observed density. The inclusion

of PME increases the total energy evaluation time by an

order of magnitude (Table S1), although the majority of

the evaluation time (>98%) is spent on the electron density

calculation and subsequent FFT to compute structure fac-

tors. Therefore, the overall change in time spent on each

refinement step is negligible compared to that required by

current methods. However, we are developing parallelization

methods for the PME calculation to further reduce the time

required for electrostatic calculations.

To illustrate the improvement gained by re-refinement, the

active site residues and their surrounding waters are shown in

Fig. 1. For the deposited structure, a riding model was used

to place the hydrogens; for example, in the case of a serine

hydroxyl group, the hydrogen is added using an idealized

torsion angle and bond length that depend only on the coor-

dinates of the nonhydrogen atoms. During refinement, the

hydrogen positions are updated based on these criteria, and

thus they ride on the heavy atoms to which they are bonded,

even though the energetic barrier for rotation by the serine
FIGURE 1 Final model of the lysozyme (PDB ID:

2VB1) active site for the deposited structure (A) and after

the addition of hydrogens and re-refinement with

AMOEBA forces and the x-ray data (B). Shown are the

nucleophile (Asp-52), general acid (Glu-35), and

surrounding water molecules. Water molecules without

hydrogens are depicted as red crosses. Hydrogen bonds

are drawn as dashed lines, and electron density represents

2Fo-Fc sA-weighted maps contoured at 3.0 s. Glu-35 was

modeled as protonated based on bond lengths, available

data, and crystallization conditions. All figures were gener-

ated using POVScriptþ (64) and rendered using POVRay.



TABLE 2 Protonation state assignment for HEWL

Residue pKa* Neutron assigmenty C-O bond lengthsz C-O bond lengthsx Assignment

Glu-7 2.85 5 0.25 neutral 1.28, 1.25 1.28, 1.24 charged

Asp-18 2.66 5 0.08 charged 1.25, 1.24 1.25, 1.25 charged

Glu-35 6.20 5 0.10 neutral 1.33, 1.23 1.32, 1.23 neutral

Asp-48 < 2.5 charged 1.27, 1.22 1.27, 1.22 charged

Asp-52 3.68 5 0.08 charged 1.27, 1.22 1.27, 1.22 charged

Asp-66 < 2.0 charged 1.27, 1.26 1.27, 1.25 charged

Asp-87 2.07 5 0.15 charged 1.27, 1.24 1.27, 1.24 charged

Asp-101 4.09 5 0.07 charged 1.30, 1.20 1.31, 1.20 neutral

Asp-119 3.20 5 0.09 charged 1.27, 1.24 1.26, 1.24 charged

Leu-129 2.75 5 0.12 charged 1.26, 1.24 1.26, 1.24 charged

His-15 5.36 5 0.07 charged - - charged

*pKa standard deviation from Bartik et al. (36) measured by monitoring proton chemical shifts by NMR during titration at 35�C and 100 mM salt.
yAssignments from a 1.7 Å neutron diffraction study at pH 4.7 by Bon et al. (37).
zBond lengths from the re-refined lysozyme structure reported here. For protonated carboxylic acids, the equilibrium C¼O and C-OH bond lengths are 1.21 and

1.31 Å, respectively. This assumes that that the proton is not shared between the oxygen atoms. For a charged carboxylic acid, the equilibrium C-O bond

lengths are both 1.26 Å (35).
xBond lengths from re-refinement of the lysozyme structure with the force field turned off (i.e., refined against the x-ray diffraction data only).

FIGURE 2 Tyr-53 from the lysozyme model with electron density

(sA-weighted Fo-Fc maps, contoured at 1.8 s) obtained before (purple)

and after (green) introduction of the aspherical and anisotropic scattering

model. Also highlighted are the hydrogen positions before (red) and after

(blue) the same procedure. Note the average lengthening of X-H bonds

and the disappearance of difference density at bond centers.
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hydroxyl group about the Cb-Og axis may be low, and alter-

native rotations may be more favorable in the surrounding

protein environment. Also, this model assigns protonation

states assuming a pH (typically 7.0) that may be significantly

different from the crystallographic conditions. Therefore,

we reevaluated the absence or presence of protons in the

lysozyme model using crystallographic bond lengths (35),

NMR proton chemical shift measurements of pKa values

(36), and neutron diffraction data of crystals grown under

conditions similar to those used for the x-ray structure

(37), the results of which are summarized in Table 2. Based

on a protonated (neutral) Glu-35 and deprotonated (charged)

Asp-52 species, we utilized two methods to assign the water

network. The first method employs the popular PDB2PQR

program (38–40), based on an inexpensive, local ad hoc

hydrogen potential without the diffraction data (Fig. S1).

The second implements both the diffraction data and

AMOEBA chemical forces as described (Fig. 1 B). The

results contrast with the deposited model (Fig. 1 A), in which

the hydrogen bonding can only be inferred from the positions

of the hydrogen-bond donors and acceptors. The AMOEBA-

assisted refinement model shows an explicit and extensive

network of hydrogen bonds that carries from the protonated

Glu-35 to Asp-52, forming a complete and stable hydrogen-

bonding network. Our interpretation of this result is that the

rigorous treatment of electrostatics and x-ray data together

provides a powerful method that will augment and improve

currently available tools, such as PDB2PQR. The highly

organized nature of the water network from the AMOEBA

refinement suggests that the protonation states of both resi-

dues may be coupled. Early work on lysozyme suggested

that the local hydrophobic environment around Glu-35

causes the residue to remain neutral (41), although the

hydrogen-bond network may offer an alternative explana-

tion for the elevated pKa (36). The view that hydrogen-

bond networks are conformationally coupled and may be
involved in signal transduction/activity is not without prece-

dent (42).

The effect of the improved scattering model on the refine-

ment of the HEWL data is shown in Fig. 2. Scattering at

bond centers and lone pairs is primarily affected, as shown

by the loss of difference density at these sites (green mesh)

relative to the electron density calculated from the deposited

structure (purple mesh). Further, the X-H bond lengths

are relaxed (note the difference in red versus blue hydrogen
Biophysical Journal 98(12) 2984–2992



2988 Fenn et al.
atoms) as the density along the bond is captured by the

multipolar scattering coefficients, as opposed to the depos-

ited model, which centers density at the hydrogen nucleus.
FIGURE 3 Trypsin catalytic triad prior (purple hydroxyl group on Ser-

195) and after (red hydroxyl group on Ser-195) introduction of the electro-

static model. The oxyanion hole is depicted with the thick black dashed line.

Residue numbering corresponds to trypsin from Fusarium oxysporum.

Green arrows represent polarization vectors at the displayed atomic posi-

tions. A 3.0 Å vector length corresponds to 1 D.
Trypsin

The serine protease family is one of the best-characterized

systems in terms of both biochemistry and structure, and is

also one of the largest (roughly one-third of all proteases

belong to the serine protease class). The classical catalytic

triad mechanism of serine proteases utilizes a charge relay

system to generate the nucleophilic serine, which attacks

the carbonyl group of a given peptide substrate (for a more

complete overview of serine proteases, see the excellent

review by Hedstrom (43) and references therein). The elec-

trostatics predominates the charge relay mechanism, as the

catalytic serine (Ser-195) must donate a proton to the general

base (His-57) to form a nucleophile (44–46). The charge that

forms on His-57 is stabilized through the Nd1 position by the

carboxylate of the third residue in the catalytic triad, Asp-102

(44,47). Further, the tetrahedral intermediate that forms

during the reaction is stabilized by electrostatic interactions

provided by the protein (47–50). Given the importance of

the electrostatics for catalysis in serine proteases, we were

interested in applying the proposed refinement method to

this system.

A 0.84 Å resolution apo crystal structure of trypsin solved

at pH 6.0 (26) was used as a starting point with a deposited

R-value of 10.8% (PDB ID: 1XVO). The Rfree-value for this

model was not available; however, a CNS-based simulated

annealing refinement on the deposited structure yields an

R-value of 11.71% and an Rfree of 12.38%. We re-refined

this structure using our AMOEBA-assisted multipole refine-

ment method. In the case of lysozyme, the occupancies and

definitions of alternate conformations were not altered from

the original work. Re-refinement using the aspherical and

anisotropic scattering model (AMOEBA-IAS) reduced R
and Rfree to 10.45% and 11.11%, respectively (Table 1), sug-

gesting that the AMOEBA force field is a significant

improvement over the Engh and Huber (4) model.

A notable aspect of the re-refinement is presented in Fig. 3.

The riding model used in the deposited structure places

hydrogen atoms as described above. The addition of the

AMOEBA electrostatic model allows the hydrogens to inde-

pendently refine against both the electric field and the crystal-

lographic data (as well as contribute to the scattering term

Ex-ray; see Materials and Methods). In the case of trypsin,

this orients the serine Hg slightly away from His-56 (as per

the Fusarium oxysporum numbering) and toward a sulfate

in the oxyanion hole (note the difference in purple and red
serine hydroxyl positions in Fig. 3). This is further evidenced

by the colinear polarization vector denoted by the green

arrow: the polarization vectors point in the direction of the

self-consistent electric field and away from induced increases

in electron density. The polarization vector lies along the
Biophysical Journal 98(12) 2984–2992
Og-Hg bond, consistent with the strong anionic character of

the bound sulfate, and causing the Hg to rotate out toward

the solvent. The polarization model also indicates that

Asp-99 is functioning to build a partial negative charge char-

acter at its carboxylate as a mechanism to withdraw the Nd1

proton from His-56, as expected for the charge transfer

mechanism. The polarization vectors on the amide backbone

are directed toward the oxyanion hole, lending electrostatic

support to the concept of tetrahedral intermediate stabilization

by these residues.
B-form DNA

In early fiber diffraction studies of DNA, it was found that

drying of the sample leads to loss of helical diffraction,



FIGURE 4 Zigzag spine of hydration in the DNA minor

groove. Bases in gray are from the 30/50 strand, and bases

in black are derived from the 50/30 strand. Shown is the

AATT subsequence of the deposited structure (A) and after

AMOEBA-assisted refinement with the x-ray data (B), with

the primary and secondary layers of water forming the

zigzag pattern. Green arrows represent polarization vectors

originating from the water oxygens, and a 3.0 Å vector

length corresponds to 1 D (average vector length: 1.5 Å).

FIGURE 5 Hydration shell around one of the magnesium ions (shown in

gold) in the re-refined crystal structure of the DNA 9mer (GCGAATTCG).

Extensive hydrogen bonding is present with both DNA strands and a phos-

phate from a crystallographically related molecule (shown in purple and

maroon at the bottom of the figure). Discretely disordered waters are indi-

cated with cyan hydrogen bonds for clarity. All distances shown are given

in angstroms. The magnesium is rendered according to thermal displacement

parameters at the 20% isoprobability level.
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suggesting that water is integral to DNA stability and struc-

ture (51). Later work suggested that an extensive and stable

water network is required to maintain the B-form of DNA

(52), which led to the use of a CGCGAATTCGCG dodeca-

mer and the development of the current zigzag spine of

hydration theory in the minor groove (28,29).

The crystal structure of a DNA 9-mer (GCGAATTCG) at

0.89 Å resolution represents the core sequence of the Dicker-

son dodecamer, and thus allowed us to revisit the geometry of

the water network and the importance of hydration to nucleic

acid structure. The deposited model (PDB ID: 1ENN) con-

tained several lone oxygen atoms that were modeled as

a proxy for phosphate backbone disorder (27). Since this

was impermissible with the AMOEBA force field (or any

physical model), parts of the phosphate backbone were split

into discrete alternate conformers to fully model the observed

disorder. Also, two magnesium ions (of seven total) and one

chloride ion were removed from the model because the

density and coordination in some cases were weak or insuffi-

cient. Only the IAM model with AMOEBA chemical forces

was used, because the AMOEBA-IAS model did not lead to

a significant statistical improvement (data not shown).

The results of the re-refinement for the water spine are

shown in Fig. 4. The AMOEBA-assisted re-refinement

explicitly recapitulates the first-order, hydrogen-bonding

network formed by water to the individual bases (Fig. 4 B),

including the hydrogen-bonding pattern described by the

bridge between a base and the following base on the partner

strand (in the 50/30 direction) in the shown AATT substruc-

ture. Also, secondary waters bridge the nucleotide interact-

ing water layer together, completing the zigzag spine over

several base steps. The polarization vectors on the water

oxygens (represented as green arrows) align on average

with their respective permanent molecular dipoles, as ex-

pected. It is important to point out that no manual modeling

of the hydrogen positions was performed to achieve this

model. Again, these results can only be inferred from the

deposited structure (Fig. 4 A), in which waters are modeled

only as lone oxygen atoms without hydrogens. The use of
the PDB2PQR engine to determine hydrogen positions

yields results that do not agree with the Drew and Dickerson

(28,29) model (Fig. S2), further suggesting the improved

utility of rigorous electrostatics combined with x-ray data

compared to currently available tools. The results obtained

by AMOEBA-assisted refinement augment the Drew and

Dickerson model and reinforce the value added to structures

refined with the proposed scattering and energetic engine.

The AMOEBA electrostatic model is able to accurately

describe highly charged centers, such as cations (53), as

illustrated in Fig. 5. The presence of a divalent cationic

species possessing a strong electric field (one of the five
Biophysical Journal 98(12) 2984–2992
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structural Mg2þ ions) orients the hydrating water dipoles

away from the ion. Further, the Mg2þ coordinates an intri-

cate hydrogen-bonding network between opposing strands

and strands in crystallographically related molecules. This

agrees with a recent crystallographic analysis of B-DNA

that suggested that the presence of ions serves to stabilize

lateral contacts and end-to-end overlaps in the crystal

lattice (54).
DISCUSSION

Improvements to the electrostatics of force fields, such as

those provided by the AMOEBA model, allow for increas-

ingly accurate and rapid simulations of structures at a level

of chemical detail approaching the Born-Oppenheimer

approximation. Coupled with Cartesian Gaussian multipoles

to facilitate structure factor calculations, the force field can

be used in macromolecular protein refinement in place of

the commonly used geometric force field by Engh and Huber

(4) without greatly affecting the speed of the refinement

process. We validated this approach by re-refining several

high-resolution x-ray crystal structures, which yielded

a concomitant improvement in crystallographic refinement

statistics and overall potential energy (Table 1), the latter

of which represents an improvement of ~1 kcal/residue for

lysozyme. The resultant models produced additional infor-

mation regarding pKa values at enzymatic active sites,

hydrogen-bonding structure, and molecular stabilization.

The hydrogen-bond network of the lysozyme active site

shown in Fig. 1 illustrates the information content that can

be obtained by using a modern force field in crystallographic

data analysis. Increasing experimental support for hydrogen-

bond coupling in proteins suggests that these networks are

crucial for propagating electronic and conformational signals

(42,55–57). The use of a detailed electrostatic model that

includes the crystallographic data suggests the possibility

of hydrogen-bond coupling between Glu-35 and Asp-52,

which may partly explain the perturbed pKa values for these

residues (36). For example, our results suggest that addi-

tional experiments designed to probe the pKa/hydrogen-

bonding distances between Glu-35 and Asp-52 (perhaps

using NMR and isosteric mutations such as a Glu-35-Asp

and/or Asp-52-Glu) may show correlated changes between

the pKas of the two residues.

The use of more-accurate internuclear X-H bond lengths, as

illustrated in Fig. 2, facilitates accurate measurement of

hydrogen-bonding distances, an important consideration in

light of the number of enzymes that involve hydrogen in enzy-

matic reactions, and situations where hydrogen bonding is

an important factor in drug or ligand binding. For example,

a more detailed hydrogen-bonding network of cyclic nucleo-

tide phosphodiesterases bound to their respective substrates

may help explain the differences in preference for individ-

ual nucleotides (e.g., AMP versus GMP) and the energetic

factors involved in the glutamine switch mechanism of
Biophysical Journal 98(12) 2984–2992
selectivity, thereby informing drug design and binding energy

studies (58).

The inclusion of polarization effects in protein force fields

serves a dual role in both properly characterizing the ener-

getics of biomolecules, even in the presence of highly

charged species (15), and yielding improved chemical infor-

mation about the charge interactions of a system. This is sup-

ported by the trypsin structure (see Fig. 3), as the backbone

amides of Gly-193 and Ser-195 orient their induced dipoles

to stabilize anionic ligands/intermediates in the oxyanion

hole. The carboxylate of Asp-99 functions as expected by

withdrawing the positive charge from His-56, which would

stabilize positive charge buildup upon deprotonation of

the nucleophilic serine. These results agree with the current

canon regarding serine proteases (43), validating both the

polarization model and the catalytic triad mechanism.

Finally, bound substrates serve to influence the orientation of

freely rotatable X-H bonds, as indicated by the Hg atom on

the catalytic serine, an important consideration for protein-

ligand energetics and chemistry. This has implications for

virtual screening and fragment-based drug design studies

of proteases, which require accurate structural models as

a starting point to facilitate drug development (59).

Information regarding the electrostatics of the molecular

system is generally applicable (as shown for all examples

presented) and only adds the hydrogen positional terms as

additional fit parameters. This is best done when the solvent

model is as complete as possible, as it avoids gaps in the

water network that can lead to erroneous hydrogen/water

orientations due to the lack of nearby hydrogen-bonding

partners. Further work in this area will explore the use of

explicit bulk solvent models that can be accurately incorpo-

rated using a polarizable force field. It is worthwhile to also

point out the utility of water networks in protein/enzyme

function, and that the analysis of water structure in various

systems, such as inhibitor resistance in b-lactamase, should

prove informative in determining the role of water in catal-

ysis and drug design (60).
CONCLUSIONS

Biological interpretations of crystal structures stand to be

significantly improved by information gained through the

use of modern force fields. The availability of more precise

atomic positions and the explicit inclusion of hydrogens

has implications for drug design, interpretation of enzymatic

mechanisms, and structure-function analysis overall, particu-

larly at atomic resolution. Medium- to low-resolution struc-

ture refinements also stand to benefit from an improved

electrostatics treatment, as it affects nonhydrogen atom

positions by playing a key role in forming and maintaining

a-helix and b-sheet structure. This is also true of intraprotein

hydrogen bonds in general, which can occupy up to 82% of

a protein (61,62). Further, although neutron diffraction

methods can be used to model hydrogen atoms, they
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typically hold them fixed during refinement due to the lack of

an electrostatics treatment; it should be straightforward to

adapt our method for this purpose. The models generated

are also more physical compared to previous crystallo-

graphic treatments, and thus are transferable to other means

of analysis, such as energy-related measures (e.g., protein-

ligand binding energies, and Poisson-Boltzmann and free-

energy calculations). This is also useful for pKa calculations

at ionizable sites in macromolecules, which require accurate

hydrogen placement for the Poisson-Boltzmann calculation

(38–40,63). Finally, our method provides the chemical detail

necessary to obtain information-rich descriptions of protein

and nucleic acid functions, without significantly changing

the number of parameters involved or the time required to

refine them.
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