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Abstract
Recent exploratory factor analysis (EFA) of the Psychopathic Personality Inventory (PPI; Lilienfeld,
1990) with a community sample suggested that the PPI subscales may be comprised of two higher-
order factors (Benning et al., 2003). However, little research has examined the PPI structure in
offenders. The current study attempted to replicate the Benning et al. two-factor solution using a
large (N=1224) incarcerated male sample. Confirmatory factor analysis (CFA) of this model with
the full sample resulted in poor model fit. Next, to identify a factor solution that would summarize
the offender data, EFA was conducted using a split-half of the total sample, followed by an attempt
to replicate the EFA solution via CFA with the other split-half sample. Using the recommendations
of Prooijen and van der Kloot (2001) for recovering EFA solutions, model fit results provided some
evidence that the EFA solution could be recovered via CFA. However, this model involved extensive
cross-loadings of the subscales across three factors, suggesting item overlap across PPI subscales.
In sum, the two-factor solution reported by Benning et al. (2003) was not a viable model for the
current sample of offenders, and additional research is needed to elucidate the latent structure of the
PPI.

Psychopathy is a personality disorder characterized by a constellation of interpersonal and
affective traits (e.g., callousness, remorselessness, and superficial charm) coupled with
impulsive and antisocial tendencies (Hare & Neumann, 2005; Patrick 2006). The Psychopathy
Checklist - Revised (PCL-R; Hare, 2003) exists as the best-validated instrument for assessing
the multifaceted components of psychopathy and a substantial body of evidence supports its
reliability and validity across diverse populations (e.g., Alterman, Cacciola, & Rutherford,
1993; Hare, Harpur, Hakstian, Forth, Hart, & Newman, 1990; Hare & Neumann, 2006; Vitale,
Smith, Brinkley, & Newman, 2002). The PCL-R was designed for use with incarcerated
offenders, and the bulk of empirical research on psychopathy has been conducted in criminal
populations. However, Cleckley’s seminal conceptualization of the disorder included
individuals who possessed the core features of psychopathy and yet managed to avoid
incarceration. Related to this early conceptualization, a derivative of the PCL-R—the
Psychopathy Checklist: Screening Version (PCL: SV; Hart, Cox, & Hare, 1995)—has been
used to assess individuals from the general population, and the findings reveal a similar factor
structure to that found in incarcerated and psychiatric populations (Hare & Neumann, 2006).

Although the value of studying individuals with psychopathic traits in the community has been
long recognized (Ishikawa, Raine, Lencz, Bihrle, & Lacasse, 2001; Widom, 1977), progress
has been hampered by a lack of consensus regarding an appropriate and valid assessment
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method. Given the time intensive nature of structured interviews, researchers have developed
specialized self-report measures of psychopathy, and have also relied on subscales of popular
psychological tests, to assess psychopathy in the general population (for exceptions see
DeMatteo et al., 2006; Yang, Raine, et al., 2005; Hare & Neumann, 2006). However, many
self-report measures have modest diagnostic concordance with the PCL-R (Brinkley, Schmitt,
Smith, & Newman, 2001; Edens, Hart, Johnson, Johnson, & Olver, 2000; Hare, 1985; Hart,
Forth, & Hare, 1991; Hart & Hare, 1997) and they have been found to preferentially assess
impulsive and antisocial tendencies as opposed to the interpersonal and affective features of
psychopathy (e.g., Edens et al., 2000; Hare, 1996; Harpur, Hare, & Hakstian, 1989; Schroeder,
Schroeder, & Hare, 1983).

To address this concern, Lilienfeld (1990; see also Lilienfeld & Andrews, 1996) used a series
of college student samples to develop the Psychopathic Personality Inventory (PPI), a
comprehensive and theoretically grounded self-report instrument intended to assess the full
range of psychopathic traits. The PPI yields a total score indexing global psychopathic traits
and eight factor-analytically derived subscales that are theorized to represent distinct
components of psychopathy. Studies have generally suggested that the PPI is a reliable and
valid instrument for assessing psychopathy in both nonincarcerated and incarcerated samples
(Lilienfeld & Andrews, 1996; Poythress, Edens, & Lilienfeld, 1998). However, the majority
of studies with the PPI have been conducted with nonincarcerated samples (Lilienfeld &
Fowler, 2006).

In addition, problems exist with certain PPI subscales that have not been fully addressed in
subsequent research. Lilienfeld (1990) recognized that some PPI subscales (e.g., blame
externalization, coldheartedness) contain items in which nearly every item is keyed in the same
direction (i.e., all false or true responses being indicative of psychopathic traits), and suggested
that this methodological factor may lead to “acquiescence or counteracquiescence response
bias.” (p. 160). As such, some of the PPI subscales may covary simply because of shared
method variance. Second, some PPI subscales (e.g., stress immunity) contain “relatively few
items with salient loadings and may thus not possess adequate reliability” (p. 160). Finally,
Lilienfeld (1990) also indicated that many of the PPI items cross-loaded onto other PPI factors,
which may influence the latent relations among the PPI subscales.

With respect to the factor structure of the PPI, no factor analytic studies have been conducted
at the item-level in an attempt to replicate the initial dissertation findings discussed in Lilienfeld
(1990). Rather, the bulk of factor analytic research on the PPI has been done on the PPI
subscales. In a recent exploratory factor analytic (EFA) study, using a community sample of
353 individual male twins, Benning, Patrick, Hicks, Blonigen, & Krueger (2003) suggested
that the PPI subscales may form two higher-order factors. Specifically, Benning et al. proposed
that a PPI-I factor could be represented by the stress immunity, social potency, and fearlessness
subscales, whereas a PPI-II factor (which was the first factor to emerge in their EFAs) was
represented by the impulsive nonconformity, blame externalization, machiavellian
egocentricity, and carefree nonplanfulness subscales. In an attempt to provide evidence of the
stability of the two-factor PPI structure, Benning, Patrick, Salekin, and Leistico (2005) factor
analyzed the PPI subscales using an undergraduate sample and suggested that, compared to
the final factor loadings described in Benning et al. (2003), “the two factor structures are
essentially equivalent” (p. 276).

Notably, in both of these previous PPI EFA studies, the fearlessness subscale showed a
substantial cross-loading onto the PPI-II factor, limiting confidence in a clean two-factor PPI
structure. Similarly, both of these studies found that the stress immunity subscale, to a lesser
extent, cross-loaded onto the PPI-II factor. Furthermore, close examination of the PPI EFA
subscale results in Lilienfeld’s (1990) dissertation also reveals a two-factor solution in which
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the fearlessness subscale shows substantial cross-loading onto both PPI factors, as does the
impulsive nonconformity subscale (see Table 9 in Lilienfeld, 1990). It is also important to
mention that in Lilienfeld’s (1990) item-level EFA results, the stress immunity items loaded
conjointly with the blame externalization items for males but not females. As such he suggested
that “greater covariance among items for males” may tend to occur (Liliendfeld, 1990, p. 132).
Taken together, it is reasonable to expect that a stringent confirmatory factor analysis (CFA)
of the Benning et al. (2003) two-factor PPI model (i.e., setting the stress immunity, social
potency, and fearlessness subscales to load on one factor and the impulsive nonconformity,
blame externalization, machiavellian egocentricity, and carefree nonplanfulness subscales to
load on a separate factor) would not show good model fit. This expectation is also consistent
with an extensive series of factor analyses by van Prooijen and van der Kloot (2001) and their
findings highlighting the challenges of confirming exploratively obtained factor solutions.

Recently, Patrick, Poythress, Edens, Lilienfeld, and Benning (2006) mentioned in a footnote
that the factor structure of the PPI with an offender sample also consists of two dominant
factors, consistent with the results of Benning et al. (2003). Because it was not a primary focus
of the paper, Patrick et al. (2006) did not report subscale factor loadings, though in a personal
communication (Personal Communication, 8/31/2006), Dr. Patrick shared some (but not the
entire set) of the subscale factor loadings which generally conformed to the pattern of loadings
reported in the two Benning et al. (2003, 2005) PPI studies. Nonetheless, to date little research
exists that can provide a deeper understanding of the PPI factor structure with offender
populations. Moreover, broader questions remain about the PPI subscales.

To the extent that psychopathy reflects a construct that is continuously distributed, it is
reasonable to expect some uniformity of PPI factor solutions across nonincarcerated and
incarcerated populations. For instance, recent taxometric studies of the PCL-R (Edens, Marcus,
Lilienfeld, & Poythress, 2006; Guay, Rusico, Hare, & Knight, 2005) and the PPI (Marcus,
Johns, & Edens, 2004) suggest that they posses dimensional latent structures and thus the
psychopathic traits they assess should be continuously distributed. Similarly, studies by
Neumann and colleagues indicate that the PCL-R and its derivatives (PCL: SV, PCL: YV)
have very similar factor structures across male and female offenders (Hare & Neumann,
2006), forensic and civil psychiatric patients (Neumann, Hare & Newman, in press; Vitacco,
Neumann, & Jackson, 2005), youth offenders (Neumann, Kosson, Forth, & Hare, 2006), as
well as individuals from the general community (Hare & Neumann, 2006). Currently, there is
limited support for such uniformity of the PPI structure across diverse samples of individuals.

Although the PPI factor structure has yet to be fleshed out, especially with offender populations,
investigators have begun to view the PPI as structurally and empirically compatible with the
PCL instruments. For instance, based on the findings of parallel associations between the factor
analytically derived factors of the PPI and several criterion variables used to validate the factors
of the PCL-R (Harpur et al., 1989; Patrick, 1994, 1995; cf. Poythress et al., 1998), Benning et
al. (2003) concluded that the pattern of results was “suggestive of convergence between the
two instruments” (p. 348). Other research (Benning, Patrick, Blonigen, Hicks, & Iacono,
2005; Benning, Patrick, Salekin, Leistico, 2005; Patrick et al., 2006) has also suggested parallel
relations between the external correlates of the PPI and PCL-R factors (Hare, 2003).
Nonetheless, the evidence regarding the equivalence of PPI and PCL-R external correlates
remains limited, and moreover, conclusions regarding their structural equivalence are pending
further investigation.

Another strategy for evaluating equivalence involves assessing the degree of association
between the PPI and the PCL instruments. Malterer, Lilienfeld, and Newman (2006) did just
that and found low correlations between PPI-I and PCL-R/SV Factor 1 scores across three
samples (two incarcerated, one undergraduate; rs ranged from .16 to .19). It is important to
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note that these low correlations stand in contrast to the moderately high correlations between
PPI-II and PCL-R/SV Factor 2 scores found in these same samples (rs ranged from .42 to .45).
Moreover, replicating Kruh et al. (2005), the association between PPI and PCL-R/SV total
scores in their incarcerated samples was mediated entirely by Factor 2.

The low correlations found by Malterer et al. (2006) between PPI-I and PCL-R/SV Factor 1
suggest that the PPI may not adequately assess the interpersonal/affective features of
psychopathy tapped by the PCL-R/SV, although the PPI appears to validly assess the impulsive
antisocial tendencies associated with psychopathy. To the extent that the PPI fails to capture
Factor 1 of the PCL-R (or PCL:SV), it raises concerns about the structure of the PPI and how
well it parallels the PCL-R structure. Given that little research exists on the factor structure of
the PPI in offender samples, our understanding of PPI factors remains an open area of
investigation. It is possible that the factor structure identified by Benning et al., (2003), based
on a community sample, may not be similar to the structure of the PPI in incarcerated samples.
Also, the two-factor PPI model may not show good model fit, given that certain PPI subscales
show considerable cross-loadings among the PPI-I and PPI-II factors.

To address some of the existing gaps in the literature, the current study was conducted to
determine whether the final two-factor PPI model reported by Benning et al. (2003) could be
confirmed with a large offender sample. As discussed by many experts (MacCallum & Austin,
2000; Bentler, 1995; Bollen, 2002; Tomarken & Waller, 2005) confirmatory factor analysis
(CFA) is an optimal procedure to use for statistically testing specific models while also
controlling for measurement error. Additionally, using the same exploratory factor analysis
(EFA) procedures described in Benning et al. (2003), we conducted a series of EFAs with the
offender data to see if we could obtain similar exploratory PPI results. It is important to note
that we did not rely on congruence coefficients to compare our EFA results with Benning et
al. given that, (a) exclusive use of this method has been criticized (Cooke & Michie, 2001;
Floyd & Widaman, 1995), and more importantly, (b) when large samples are employed, CFA
performs just as well as the older method of computing congruence coefficients (see Aluja,
Garcia, Garcia, & Seisdedos, 2005 for a comparison of congruence coefficients and CFA, as
well as a discussion of the limitations of McCrae, Zonderman, Costa, Bond, & Paunonem,
1996). Also, using the procedures discussed by van Prooijen and van der Kloot (2001), we
attempted to recover the EFA solution that accounts? for the most common variance of the PPI
subscales via CFA.

Method
Participants

The sample consisted of 1224 adult males (54% Caucasian, 43% African American, 3% Other)
ranging in age from 18 to 45 (M = 29.14 years, SD = 7.424) who were incarcerated in one of
three Wisconsin state prisons. The data that was pooled included individuals from minimum-
security (n = 388), maximum-security (n = 496), and a maximum-security prison reception
center (n = 304).

Researchers identified participants from a comprehensive roster and screened files to eliminate
individuals who were older than 45, had diagnoses of bipolar disorder or schizophrenia, or
were currently using psychotropic medication. Participants received both oral and written
consent procedures and were informed that participating or refusing to participate would have
no impact on their correctional status.
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Measures
Psychopathic Personality Inventory (PPI)—The PPI (Lilienfeld, 1990; Lilienfeld &
Andrews, 1996) is a 187-item self-report instrument designed to “provide a relatively pure
measure of the personality-based approach to psychopathy” (p. 492), devoid of any items
indexing antisocial behaviors. Respondents answer questions using a 4-point Likert scale (1 =
false, 2 = mostly false, 3 = mostly true, 4 = true). The PPI yields a total psychopathy score and
eight lower-order subscales that reflect personality dimensions associated with psychopathy.
The PPI total score has demonstrated adequate internal consistency and test-retest reliability
in undergraduate and prison samples. In addition, PPI total scores exhibit convergent validity
with self-report and interview-based measures of psychopathy and potentially related
conditions (e.g., narcissistic personality disorder) and discriminant validity from self-report
measures of depression, schizotypy, and other conditions largely unrelated to psychopathy
(Lilienfeld & Andrews, 1996; see Lilienfeld & Fowler, 2006, for a review). In the present
study, internal consistency, as measured by Cronbach’s alpha, was .91 for PPI total score, and
the PPI subscales ranged from .73 (stress immunity) to .87 (machiavellian egocentricity). The
majority of the subscales were at or above .80.

Data Analytic Plan
First, using the total sample of offenders, the EFA solution reported by Benning et al. (2003)
was tested via CFA by setting the respective PPI subscales to load onto one of two PPI factors.
Specifically, the stress immunity, social potency, and fearlessness subscales were set to load
on a PPI-I factor, whereas the impulsive nonconformity, blame externalization, machiavellian
egocentricity, and carefree nonplanfulness subscales were set to load on a separate PPI-II
factor. The PPI factors were initially allowed to freely correlate, but an orthogonal association
between factors was also tested. The robust maximum likelihood procedure provided by EQS
(v. 5.6, Bentler, 1995) was used to estimate model parameters and cope with any departure for
multivariate normality. Model fit was gauged through use of conventional model fit indices
provided by EQS--i.e., robust comparative fit index-RCFI, Tucker-Lewis Index-TLI, Root
Mean Square Error of Approximation-RMSEA, and the Standardized Root Mean Square-
SRMR. To help in identifying specific features of the model that performed poorly (e.g., PPI
subscale-to-factor relations) we examined the largest residuals as recommended by Bentler
(1995). Finally, as demonstrated by van Prooijen and van der Kloot (2001), a viable strategy
to employ when trying to recover an EFA solution via CFA is to fix the variable-to-factor
loadings to the exact values obtained in the original EFA. Thus, we used all of the factor loading
values (both low and high) reported for the final two-factor model by Benning et al. (2003)—
i.e., the two-factor solution without coldheartedness.

Given that we expected the CFA test of the Benning et al. (2003) EFA solution would not fit
well for the current sample of offenders, the sample was then randomly split and the first split-
half sample was used to conduct an EFA of the PPI subscales, consistent with the procedures
employed by Benning et al. (2003). As recommended by van Prooijen and van der Kloot
(2001) we also attempted to recover the EFA solution we obtained via CFA with the same first-
split half sample, but in this case, we used the EFA loadings from the factor solution obtained
with the current data to fix the loadings for subscale-to-factor relations. To the extent that a
viable EFA solution could be identified (and recovered), the second split-half sample was then
used to confirm the EFA solution via CFA.

Results
Descriptive statistics, including skew and kurtosis, are provided in Table 1. As can be seen in
this table, several of the PPI subscales evidenced significant skew (e.g., Impulsive
nonconformity, .353/.070 = 5.04) and kurtosis (e.g., Fearlessness, −.527/.140 = −3.76).
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Moreover, the PPI subscales evidenced a pattern of differential skew and kurtosis across scales
(e.g. some having positive and others negative skew and/or kurtosis). One particular pattern
that stands out pertains to the nonplanfulness and coldheartedness subscales--both have
substantial positive skew and kurtosis. Notably, both of these subscales are composed of
primarily reverse-scored items. In contrast, the blame externalization and fearlessness
subscales only have a small minority of items that are reverse-scored and it is interesting to
note that both have similar negative kurtosis.

It is important to highlight that it is unlikely that the distributional characteristics of the PPI
subscales are simply due to the nature of the sample. First, significant skew and kurtosis are
evident in other independent samples (Kruh et al., 2005, Personal Communication, August 23,
2006; Patrick et al., 2006, Personal Communication, September, 26, 2006). Second, in the
current study, the same general distribution patterns of the PPI subscales persisted even when
cases with significant elevations on any of the three PPI validity subscales (~10%) were
eliminated. Finally, the pattern of skew and/or kurtosis is consistent with the nature of the items
which make up a given subscale (e.g., nearly all reversed items for some scales).

Table 2 presents the zero-order correlations between the PPI subscales. The pattern of these
observed (manifest) correlations may assist in identifying the underlying or latent structure of
the PPI subscales. The pattern of manifest variable (MV) correlations is not what one would
expect if the Benning et al. (2003) two-factor model is correct. For instance, the carefree
nonplanfulness subscale is rather weakly associated with the other subscales that form the PPI-
II factor, and the subscales that make up the PPI-I factor do not display strong inter-correlations.
Also, the fearlessness subscale, which Benning et al. suggested represents the PPI-I factor,
shows substantial associations with two of the subscales that represent the PPI-II factor
(impulsive nonconformity, machiavellian egocentricity). These latter results are consistent
with the cross-loading that the fearlessness subscale showed on the PPI-II factor in both
Benning et al. (2003,2005) EFA studies, as well as Lilienfeld’s (1990) dissertation results.
Similarly, the current MV correlation between the carefree nonplanfulness and coldheartedness
subscales is consistent with the initial three-factor EFA results reported by Benning et al.
(2003).

Latent Structure of the PPI: CFA on Full Sample (N = 1224)
Table 3 displays that standardized loadings for the CFA of the Benning et al. (2003) two-factor
PPI model. As can be seen in this table, several PPI subscales had sub-optimal factor loadings,
indicating that each PPI factor could only account for a modest percentage of certain PPI
subscales variance (e.g., Fearlessness, .237*.237 correct?= 5.6%). Also, the statistical test of
the Benning et al. model resulted in a mis-specified model—i.e., a lower bound error for the
social potency PPI subscale error term. In other words, EQS was estimating this error variance
as a negative parameter, and since there is no such thing as negative variance, the program by
default simply set this parameter to zero value to allow convergence on a solution. This sort
of problem could be due to a number of things such as linear dependencies in the data (e.g.,
redundancy across PPI items) or over-factoring. Although this problem is not specific to the
Benning et al. model (see the zero error terms in Figures 1 and 2 of Cooke & Michie, 2001, or
a factor loading greater than 1.0 in Figure 1 from Weaver et al., 2006), it nevertheless
complicates model testing of the PPI subscales. Finally, model fit indices for the Benning et
al. CFA model were poor, robust-Satorra-Bentler X2(13, 1224) = 1033.44, CFI = .526, TLI = .
216, RMSEA = .275, SRMR = .205. The correlation between the PPI latent factors was r = .
26, (p < .01). Note that there was no evidence of outliers which could corrupt model fit, and
Mardia’s multivariate kurtosis coefficient was not unduly large (5.50).

Consistent with standard recommendations (Bentler, 1995; Hoyle, 1995), our initial CFA was
based on analysis of the PPI subscales covariance matrix, and the covariance matrix was very
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uniform. However, since the PPI subscales differ in terms of scale length, it is worth noting
that there were no substantial differences in model fit when the CFA model was tested using
the correlation matrix of PPI subscale scores. Also note that the same pattern of results was
obtained when cases with elevations on any of the PPI validity subscales were eliminated from
the analyses (and similarly for the results presented below).

Our goals for the current study did not include searching for post hoc model modifications (via
the multivariate recommendations provided by EQS) to help the Benning et al. model fit better.
However, the two separate Benning et al. (2003,2005) PPI studies have reported that the
fearlessness and stress immunity subscales, which are proposed to represent the PPI-I factor,
also showed meaningful covariation with the PPI-II factor. Thus, we can note that there was a
significant improvement in fit when the fearlessness and stress immunity scales were allowed
to cross-load onto the PPI-II factor (X2

diff(2, 1224) = 566.60), but nonetheless, these
modifications resulted in a model that continued to show poor fit, robust-X2(11, 1224) =
482.55, CFI = .780, TLI = .572, RMSEA = .203, SRMR = .098.

Finally, using the procedures recommended by Prooijen and van der Kloot (2001) we attempted
to recover the Benning et al. (2003) EFA solution with the current offender sample. That is,
we used? the exact EFA loadings reported by Benning et al (2003) in their final two-factor
model to fix the factor loadings in our final CFA of the two-factor PPI model. Model fit for
this fixed-loading model was poor, X2(18, 1224) = 546.90, CFI = .779, TLI = .742, RMSEA
= .158, SRMR = .101, though somewhat better than the previous CFA results.

Clearly, the final two-factor PPI solution presented by Benning et al. (2003) does not appear
to be a viable model for the current large sample of offenders, despite the fact that we tried to
modify the model in accordance with previous findings and also used the exact pattern of factor
loadings reported by Benning et al. (2003). An examination of the model residuals—which
EQS computes by essentially subtracting the model generated covariance matrix from the
observed covariance matrix—can be helpful for understanding model specifications (e.g.,
variable-to-factor relations) that adversely affected model fit (Bentler, 1995). Positive residuals
indicate that the model specifications result in under-estimation of specific covariances among
the PPI subscales and negative residuals indicate that the model is over-estimating particular
covariances among the PPI subscales. Examination of Table 4 reveals that our initial CFA
model of the Benning et al. (2003) two-factor EFA solution results in over-estimation of the
covariance social potency and stress immunity have with other PPI-II subscales. In contrast,
the CFA model results in under-estimation of the strong observed covariance that the
fearlessness subscale has with the other PPI-II scales. These latter findings are consistent with
the Benning et al. (2003, 2005) EFA results. Thus, despite the fact that the model specified
correlated PPI-I and PPI-II factors, it still did not estimate as much covariance between the
fearlessness subscale and other PPI-II subscales, compared to the observed data. Note that the
same pattern of residuals occurred when the CFA model specified an orthogonal relation
between the PPI factors (which also resulted in poorer fit compared to a correlated factors
model).

Exploratory Factor Analysis: Split Sample 1
Given that the CFAs performed on the full sample did not support the factor structure reported
by Benning et al., (2003), we attempted to identify a factor structure that would best summarize
the current offender data using a split-half of the total sample and then tried to replicate that
solution with the other split-half of the sample. Specifically, using the SPSS procedure for
randomly splitting samples, we obtained two split-halves of the sample (n1 = 591; n2 = 633),
conducted an EFA on the first half, and then attempted to confirm this new structure using
CFA with the second half. Consistent with Benning et al. (2003), we initially subjected the
eight PPI subscales to a principal axis factor analysis with varimax rotation.
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Table 5 shows the results of our exploratory analyses. This initial EFA resulted in extraction
of three PPI factors (eigenvalues > 1) that accounted for 56.2% of the variance. The first factor
accounted for 26.0% of the variance, whereas the second and third accounted for similar, lesser
proportions of the variance (17.3% and 12.9%). The first factor consisted primarily of four PPI
subscales: Impulsive Nonconformity, Blame Externalization, Machiavellian Egocentricity,
and Fearlessness. The second factor consisted primarily of two PPI subscales: Stress Immunity
and Social Potency. The third factor also consisted of two PPI subscales: Coldheartedness and
Carefree Nonplanfulness.

To stay consistent with Benning et al. (2003), additional EFAs were conducted, which
involved: (a) restricting the EFA to a two-factor solution, and (b) dropping the coldheartedness
subscale. For the first supplementary EFA (a), the two PPI factors (eigenvalues > 1) accounted
for 44.3% of the variance. The first factor accounted for 27.4% of the variance, whereas the
second accounted for 16.9%. The majority of PPI subscales substantially loaded on the first
factor: Impulsive Nonconformity, Blame Externalization, Machiavellian Egocentricity,
Fearlessness, Stress Immunity (negatively), and Carefree Nonplanfulness. The second factor
consisted primarily of two PPI subscales: Stress Immunity and Social Potency, but the
Fearlessness and Impulsive Nonconformity subscales also cross-loaded onto this factor. The
Coldheartedness subscale did not load appreciably on either factor. It is notable that the pattern
of results matches very closely the two-factor EFA reported by Lilienfeld (1990). also Benning?

Consistent with Benning et al., we also dropped the Coldheartedness subscale and re-ran the
EFA. For this final EFA (b), two PPI factors emerged (eigenvalues > 1) that accounted for
48.1% of the variance (first factor 29.1%, and the second 19.0%). The first factor again
consisted of the majority of PPI subscales: Impulsive Nonconformity, Blame Externalization,
Machiavellian Egocentricity, Fearlessness, and Social Potency. The second factor consisted
primarily of two PPI subscales: Stress Immunity and Social Potency, and to a lesser extent,
Carefree Nonplanfulness (negative loading).

Using the first split-half sample and following the recommendations of Prooijen and van der
Kloot (2001), we attempted to recover our three-factor EFA solution via CFA by using the
exact factor loadings from the three-factor solution to fix the loadings of the CFA (--note that,
since our three-factor EFA solution was able to account for the greatest amount of variance in
the PPI subscales, this was the optimal solution to attempt to recover). Model fit results were
mixed. Fit was good terms of absolute fit (SRMR) and one of the incremental fit indices (CFI)
was at an adequate fit level (Hoyle, 1995). The complete set of fit indices were, X2(22, 591)
= 183.73, CFI = .900, TLI = .861, RMSEA = .100, SRMR = .043.

Confirmatory Factor Analysis: Split Sample 2
Given some statistical evidence that our three-factor EFA could be recovered via CFA with
the first split-half sample, we used the second split-half sample to attempt to confirm the three-
factor model via a stringent CFA. That is, the Impulsive Nonconformity, Blame
Externalization, Machiavellian Egocentricity, and Fearlessness subscales were set to load on
their own factor. The Stress Immunity and Social Potency subscales were set to load on a
separate second factor, and finally, the Coldheartedness and Carefree Nonplanfulness
subscales were set to load on a final third factor. The model resulted in poor fit, X2(17, 633)
= 453.99, CFI = .687, TLI = .430, RMSEA = .225, SRMR = .140, and resulted in two lower
bound errors—i.e., the error terms for the social potency and nonplanfulness subscales were
set to zero-value because they were being estimated as negative variances.

Lastly, using the second split-half sample, we attempted to recover the three-factor EFA
solution again by fixing the CFA factor loadings to those obtained from the EFA with the first
split-half sample. Model fit for this fixed-loading CFA was good in terms of the SRMR absolute
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fit index and the CFI index approached adequate fit. The fit results were, X2(22, 633) = 226.90,
CFI = .873, TLI = .839, RMSEA = .112, SRMR = .055.

Discussion
Despite using a large sample of offenders, the overall findings provided little support for the
two-factor PPI model proposed by Benning et al. (2003). Specifically, the model fit indices
were poor whether the model was tested in terms of a strict two-factor model (i.e., the PPI
subscales were specified to load on only one of two latent factors), as well as when we
introduced post hoc model modifications (e.g., allowed the fearlessness subscale to cross-load)
or used the exact factor loadings reported by Benning et al. Of course, one reason a model may
show poor fit is that it cannot be profitably applied to certain populations (Prooijen & van der
Kloot, 2001). Since the two-factor PPI model was developed with individuals from the general
community, the model may not generalize to offenders. However, using a relatively
moderately-sized sample of offenders (n = 302), Patrick et al. (2006) suggested that they were
able to replicate the Benning et al. (2003) model, though Patrick et al. did not conduct a rigorous
test of the two-factor model and some of their exploratory factor loadings were fairly low (e.g.,
nonplanfulness = .37, fearlessness = .49, Personal Communication with C. Patrick, 8/31/2006).
It is also important to note that the pattern of skew and kurtosis displayed by the PPI subscales
in the current sample matched very closely the pattern observed in the Patrick et al. study
(Personal Communication with C. Patrick, 9/26/2006).

The current findings may help in furthering research on self-report of psychopathic traits in
offender populations. This is an important endeavor since it is not yet clear whether the
advantages of self-report outweigh several potential disadvantages (Lilienfeld & Fowler,
2006). An inevitable fact of studying extreme populations (offenders, psychiatric patients) is
that the data will usually show substantial departures from normality (no pun intended really?
probably better to omit). Thus, we relied upon robust estimation procedures to help in
countering highly skewed and kurtotic data; however, non-normal data will occur with both
interviews as well as self-reports of psychopathic traits. Still, the nature of the skew/kurtosis
might vary by method of assessment. A more central concern for using the PPI with offenders
involves the validity of their responses. While a small percentage of cases with deviant response
styles in the current study likely contributed to the PPI subscales departure from normality,
our results remained essentially unchanged when those cases with elevations on the PPI validity
scales were not included in the analyses. Thus, as discussed by Lilienfeld and Fowler (2006),
the responses of individuals to the PPI questions may or may not be veridical, but they
nonetheless provide “helpful information regarding respondents’ apperceptions of themselves
and the world” (p. 111). In this sense, delineating the latent structure of the PPI may lead to a
better understanding of self-reported psychopathic traits in offender populations. It may also
be fruitful to determine how replicable PPI psychopathy factors are linked with other
psychopathy instruments based on interviews (Malterer et al. 2006).

The current results should in no way dissuade researchers from using the PPI, as it does hold
promise for understanding the broader construct of psychopathy (Lilienfeld & Fowler, 2006).
Indeed, given the importance of the psychopathy construct (Hare, 1996) and recent evidence
that the PPI (Marcus et al., 2004), as well as the PCL-R (Edens et al., 2006; Guay et al., 2005),
are likely continuously distributed, the PPI may be useful for measuring psychopathic traits in
the general population (Hall & Benning, 2006), as well as incarcerated populations (Patrick et
al., 2006; Poythress et al., 1998). Moreover, it is reasonable to expect that a viable latent model
of the PPI can be discovered and that it will hold across diverse samples. For instance, in a
series of studies with the PCL-R and its derivatives, the four-factor model has shown good fit
in adult offenders (Neumann et al., in press; Neumann, Vitacco, Hare, & Wupperman, 2005),
adolescents (Neumann et al., 2006; Vitacco, Neumann, et al., 2006), psychiatric patients (Hill,
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Neumann, & Rogers, 2004; Vitacco et al., 2005), and also individuals from the general
population (Hare & Neumann, 2006; Neumann & Hare, 2006). Note also that the four
correlated factors PCL model is essentially equivalent to a model with two correlated higher-
order factors (i.e., the Interpersonal and Affective first-order factors load onto a traditional F1
higher-order factor, and the Lifestyle and Antisocial factors load onto a traditional F2 factor,
and these higher-order factors, F1 and F2, are allowed to freely correlate), which could be
linked in future research to replicable PPI factors.

Given the intense scrutiny that the PCL-R has been subjected to in terms of its latent structure
(Hare & Neumann, 2005), it is remarkable that no studies have examined the structural features
of the PPI at the item level since its initial development (Lilienfled, 1990). This is a critical
issue for investigators to address in future research. For example, the zero-order correlations
between the PPI subscales in the current study are not highly consistent with an underlying
two-factor model, and our EFA of the PPI subscales resulted in a three-factor solution with a
complex pattern of cross-loadings, consistent with the findings of Benning et al. (2003,
2005), as well as Lilienfeld’s (1990) EFA subscale results. Moreover, the mis-specified CFA
model results in the current study suggest that there may be unidentified item relations across
the PPI subscales. As such, the complex pattern of findings it likely due, in part, to associations
among the 160 items used to make up the eight PPI subscales, and therefore, the item-to-
subscale relations for the PPI need to be worked out. More generally, the level at which the
psychopathy construct is mathematically represented—i.e., item-to-factor versus subscale-to-
factor relations—needs to be addressed (Neumann et al., 2006; Neumann, Hare, & Newman,
in press).

One way to parse the complexity of the PPI items is to examine them at differing levels of
disaggregation. As discussed by Baggozi and Hearthton (1994) and others (Little et al.,
2002; Neumann, Kosson, et al., 2006; Neumann, Kosson, & Salekin, in press) it may be
necessary to model some constructs at the item level (completely disaggregated model) versus
the subscale level (partially disaggregated model). In part, this is due to the fact that constructs
can vary in terms of their level of explicitness, and highly explicit constructs (e.g., autonomic
responsivity) may be more easily represented in terms of specific variables or ‘items’ (e.g.,
heart rate, skin conductance). Conversely, it may be necessary to model other constructs (e.g.,
fearlessness) in terms of a broader domain of variables by aggregating representative items
into item composites or parcels (Little et al., 2002). However, it is essential that such aggregated
or parceled variables be clearly understood in terms of how the items that make up a parcel are
interrelated.

Models of the PPI at the subscale level represent partially disaggregated models (Bagozzi &
Heatherton, 1994; Little et al., 2002). The subscales themselves can be understood in terms of
parcels (Little et al., 2002), which can be advantageous to use for latent variable modeling.
Statistical research has shown that parcels are more reliable and valid indicators of their
underlying factors, have higher communalities, provide more efficient (low variability)
parameter estimates, are more normally distributed than individual items, and reduce the
number of parameters that have to be estimated, thus improving the ratio of the number of
subjects relative to the number of estimated parameters (Bagozzi & Heatherton, 1994;
Bandalos, 2002; Little et al., 2002; Marsh, 1994; West et al., 1995). However, it is absolutely
necessary that the items which make up a parcel are unidimensional; otherwise, use of
multidimensional item sets within a parcel can result in model mis-specification (Bandalos,
2002). Thus, the dimensionality of each PPI subscale needs to be investigated in conjunction
with development of structural models for the PPI. For instance, the PCL-R and PCL: YV
items have been successfully parceled to test latent variable psychopathy models with male
and female offenders (Hare & Neumann, 2006) and incarcerated adolescents (Neumann et al.,
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2006), but this was only possible given that the items which formed each parcel had been
previously shown to represent unidimensional factors (Cooke & Michie, 2001).

Its likely that the PPI item-to-factor relations can be worked out, as has been done for the
Antisocial Processing Screen Device (APSD; e.g., Vitacco, Rogers, Neumann, 2003; Vitacco,
Salekin, & Neumann, 2006), as well as the family of PCL instruments (Hare & Neumann,
2006). Indeed, Cale and Lilienfeld (2006) have recently employed a selected sub-set of 56 PPI
items (referred to as the PPI-short form), and these items could be examined via CFA to
determine if the items which make up each shortened PPI subscale are truly unidimensional,
and how well they serve as indicators of their respective factors.

Another methodological factor which complicates the associations between the PPI items,
subscales, and latent factors, is that two PPI subscales are composed of nearly all reverse scored
items (coldheartedness and nonplanfulness) and others of nearly all positively scored items
(impulsive nonconformity and blame externalization). Thus, it possible that some of the PPI
factors which emerged in the current study and other EFA research on the PPI subscales reflect
group factors (Reise et al., 2000). Group factors can stem from smaller groups of variables that
share specific variance with each other (separate from their common variance with a larger set
of variables), representing a narrowly defined but legitimate group factor (Reise et al., 2000).
For instance, recent research with the BDI-II found that a general factor accounted for the bulk
of the variance of all BDI items, but that two smaller group factors (reflecting self-blame and
fatigue, respectively), accounted for a small amount of unique variance (Ward, 2006). Also,
as discussed by West et al. (1995), a set of items (or scales) that have similar agreement rates
can give rise to spurious factors reflecting only the common degree of departure from normality
among specific items (or subscale scores). The coldheartedness and nonplanfulness subscales
showed very similar (positive) skew, which may reflect a response bias to the predominantly
reverse scored items in these two scales.

Another important issue that warrants further investigation involves the exclusion of
coldheartedness from the Benning et al. (2003) two-factor model. This particular subscale is
one of the eight original PPI subscales and is often considered a central component of
psychopathy (Lilienfeld, 1990). Malterer et al. (2006) found that coldheartedness correlated
significantly with PCL-R/SV total score across all three independent samples, suggesting that
it may be an important component of self-reported psychopathic traits.

In sum, the original Benning et al. (2003) two-factor model was not an adequate representation
of the underlying structure of the PPI subscales in our sample?, and we were not able to achieve
suitable model fit despite the introduction of model modifications based on the empirical
literature or when we used the exact factor loadings reported by Benning et al. In addition, our
results suggest that the PPI may not be best employed as a unidimensional measure (i.e., use
of PPI total scores), and that the unidimensionality of at least some of the PPI subscales may
be questionable. Our concerns about unidimensionality are consistent with the initial
development of the PPI and the findings that various items cross-loaded onto other PPI factors
(Lilienfeld, 1990) (I see potential problems with the last sentence. our “concerns” are not
consistent with… do you mean our results..? Also, do concerns about unidimensionality apply
to the cross-loaded problems?. Thus, we would recommend that investigators re-examine the
PPI structure using methods that delve deeper than the existing subscale level, and then follow
the procedures outlined by Lilienfeld and Andrews (1996) to better understand any derived
factor structure. Finally, it is important to remember that the PPI instrument was designed to
capture a variety of psychopathic characteristics that had been suggested by diverse literatures,
and therefore, the PPI items likely assess a broad diversity of psychopathic trait dimensions,
and (new sentence here?) whether such dimensions can be narrowed to only two higher-order
dimensions remains to be seen.
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Table 3

Confirmatory Factor Analysis of Benning et al. 2003 Two-Factor PPI Model (N = 1224)

PPI Subscale PPI-I PPI-II error/unique var.

Impulse nonconformity .604 .797

Blame externalization .542 .840

Machiavellian ego. .928 .372

Carefree nonplanfulness .311 .951

Stress immunity .389 .921

Social potency 1.000 .000ns

Fearlessness .237 .971

Note. All factor loadings and error variance terms significant (p’s < .05-.001) unless otherwise indicated.
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Table 4

Largest Residuals from Confirmatory Factor Analysis of Benning et al. 2003 Two-factor Model

Residual covariance residual value

Fearlessness/Impulsive noncon. .529

Fearlessness/Mach. Ego. .333

Fearlessness/Blame extrn. .207

Stress immune./Blame extrn. −.442

Stress immune./Mach. Ego. −.408

Stress immune./Carefree nonpl. −.379

Social poten./Carefree nonpl. −.329

Stress immune./Impulsive noncon. −.235
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