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Can alternative modeling approaches that integrate genetic data help to improve the prediction
of risk for common diseases? In this issue of Circulation: Cardiovascular Genetics, Stengård
et al1 set out to answer this question with regard to several genetic variations of the APOE gene
and risk for ischemic heart disease (IHD). In their study, they included 3686 women and 2772
men with no medical history of IHD from the Copenhagen City Heart Study and sought to
correlate IHD events to risk factors such as abnormal lipid levels, hypertension, diabetes,
smoking history, and various APOE genotype data during a mean of 6.5 years of follow-up.

The traditional statistical approach to this analysis would be to use Cox proportional hazard
modeling to map the hazard of developing IHD to a linear combination of significant risk
factors. Stengård et al adopted an interesting alternative procedure that is consistent with the
intuition that risk factors may have different effects in subjects with different unmeasured
exposures (for example different genetic backgrounds and/or other unknown variables).
Therefore, rather than looking for the risk factors that have a homogeneous effect on the hazard
for IHD, the authors used the rule induction algorithm PRIM to discover subgroups of subjects
with varying combinations of phenotypic risk factors for IHD and APOE alleles ε2, ε3, and
ε4. They then used the PRIM again to further segregate these subgroups according to additional
genotypes in the 5′ promoter region of the APOE gene and determined how this additional
information changed the risk of IHD. Rule induction is one of the most popular approaches to
data mining due to its comprehensibility.2 The method generates a set of “if-then” rules from
the data that can be used either as a summary of interesting patterns discovered in the data or
as a classification rule to predict the outcome of new subjects. Many rule induction algorithms
have been proposed such as classification and regression trees (CART),3 the algorithm C 4.5
introduced by Quinlan to induce more parsimonious classification and regression trees,4 and
more recently PRIM.5 The original CART algorithm implements a recursive partition of the
space of input variables to stratify subjects into different risk sets defined by combinations of
values of the input variables. The recursive partition is continued until all subjects are allocated
without uncertainty to one of the mutually exclusive partitions. Because of the forcing nature
of this strategy, the original CART often produces too many rules and overfits the data. The
C4.5 algorithm has, among other improvements over CART, a pruning step that reduces the

Correspondence to Paola Sebastiani, PhD, Department of Biostatistics, Boston University School of Public Health, 801 Massachusetts
Ave, Boston, MA 02118. sebas@bu.edu.
The opinions expressed in this article are not necessarily those of the editors or of the American Heart Association.
Disclosures
None.

NIH Public Access
Author Manuscript
Circ Cardiovasc Genet. Author manuscript; available in PMC 2011 February 1.

Published in final edited form as:
Circ Cardiovasc Genet. 2010 February 1; 3(1): 1–2. doi:10.1161/CIRCGENETICS.110.937862.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



number of rules and limits the overfitting of the data. Both CART and C4.5 are “bottom-up”
algorithms that incrementally add one variable at a time to define the set of rules. PRIM is a
top-down strategy that starts with all the variables and peels away as little as possible at each
step to determine a parsimonious partition of the samples.

Algorithmic differences aside, the idea of rule induction is to stratify samples into different
risk sets in an unsupervised (nonhypothesis driven) way. The rules summarized in Tables 3
and 4 of the article by Stengård et al are the initial risk sets discovered from the data using
PRIM and show the gender-specific effect of some risk factors on the hazard for IHD. For
example, the APOE alleles define different risk sets in men (Table 4, MS 3 and MS 4), but not
in women; similarly, high-density lipoprotein is an important risk factor in men but not women,
and increased triglyceride levels is an important risk factor in women but not men. These
findings highlight the property of the rule induction approach to automatically identify
significant risk sets from the data. The authors go a step further and apply the PRIM algorithm
to the subsamples identified in Tables 3 and 4 to verify whether the additional genetic
information of genotypes of the 5′ APOE promoter can further dissect the 7 risk sets into more
specific ones. The results of their analysis in Table 5 show that this additional genetic
information can indeed stratify female subjects in their sample into more specific risk sets and
suggest that variations of the 5′ APOE promoter correlate with different hazards for IHD in a
complex, nonlinear way.

The choice of the rule induction algorithm is subjective and for the relatively low-dimension
problem described in the article of Stengård et al, all 3 algorithms described earlier are likely
to discover the same set of rules. An important question is whether we really need another data
mining method for this purpose. The authors argue that regression models make assumptions
that may limit their applicability to genetic risk modeling of complex traits, and indeed several
recent attempts to build genetic risk models using traditional statistical methods have failed to
show that additional genetic information can substantially improve the prediction of risk of
common diseases such as diabetes6 or cardiovascular disease.7 The failure of these and other
attempts may be a consequence of the regression modeling approach that can easily reach
saturation with a handful of variables, and the use of nontraditional modeling tools such as the
one adopted by Stengård et al can prove to be very fruitful.8–11 With the growing literature
asserting accurate risk prediction models,12 it is also important to establish basic guidelines to
evaluate accuracy.13 Stengård et al use sensitivity, specificity, and percent predicted values in
the same data used for rule induction to demonstrate the “additional predictive value” of genetic
data. However, this evaluation does not rule out data overfitting, and the possibility that the
rules discovered in the Copenhagen City Heart Study may have no value in other populations.
Testing sensitivity and specificity in new data with similar characteristics to the discovery set
should become a standard step of the model building procedure and the assertion of accuracy.
14

Finally, the authors make a case for better stratification to better tailor prevention and treatment.
However, the value of the rules discovered in the analysis of Stengård et al falls short of
apparent clinical utility. The stratification of the female subsample FS 1 into 2 sets defined by
the genotypes of the 5′ APOE promoter does not help the clinician decide between intervention
options. This situation might change in the future if genotype specific treatments have a
differential effect on IHD-related outcomes. If one wishes to entertain the possibility of
genotype specific effects, then it would also be useful to consider a different implementation
of the 2-step PRIM in which the genetic data are used in the first step of the procedure to
partition the subjects into subsamples characterized by different genetic profiles and then
additional, modifiable risk factors are used to further stratify the subsamples. This approach
could suggest direct intervention and prove immediate clinical utility of genetic data.
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