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Abstract

The case of incomplete tomographic data for a compactly supported attenuation function is
studied. When the attenuation function is a priori known in a subregion, we show that a reduced
set of measurements is enough to uniquely determine the attenuation function over all the space.
Furthermore, we found stability estimates showing that reconstruction can be stable near the
region where the attenuation is known. These estimates also suggest that reconstruction stability
collapses quickly when approaching the set of points that are viewed under less than 180 degrees.
This paper may be seen as a continuation of the work “Truncated Hilbert transform and Image
reconstruction from limited tomographic data” that was published in Inverse Problems in 2006.
This continuation tackles new cases of incomplete data that could be of interest in applications of
computed tomography.

1. Introduction

In two-dimensional (2D) Computed Tomography (CT), all line integrals of the attenuation
function may not always be available. When all line integrals are available, there is an
accurate and stable reconstruction formula to recover the attenuation function from the
measurements [15,22]. But when the set of measurement is not complete, several problems
can arise. Different complications appear depending on how the data set is truncated. In
textbooks the kinds of possible truncations are generally listed into three distinct classes: the
limited angle problem, the exterior problem and the interior problem. Below we briefly
review these three problems, then focus the discussion on the interior problem, for which we
present here new theoretical results. Beforehand, let us clarify that we are considering a
continuum of measurements, and when we talk about truncation of the data set we are not
thinking about discretization of the measurements, but about limitation of the measurements
in this continuous setting. And let us also mention that when we talk about measured lines,
measured data, or just measurements, we are making a slight abuse of language. The line
integral of the attenuation function is not equal to the intensity of X-ray beam measured at
the detector, but we call them measured data because they are computed automatically from
the intensity measured at the detectors.

Various acquisition geometries can be used to measure the line integrals. For example, early
CT scanners used the parallel-beam geometry while the fan-beam geometry is now
preferred. In any case a simple re-parametrization always allows description of the measured
line integrals using the Radon Transform notation. We adopt this notation. Let u(x) be the
attenuation function to be reconstructed. We parameterize the lines in R2 with an angle o
and a scalar s € R, and we let the line integral along the (s, o)-line be Ru(s,a). The angle o
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defines the direction of the line, while s specifies the signed distance from the origin to the
line. This distance is measured in the direction of vector 6(a) = (cos o, sin «), and 64(a) =
(—sin a, cos a), which is obtained by rotating 6 counterclockwise by 90°, is the line
direction. By construction,

Ru(s, @) := [ u(s8(a)+1 ()dL.

Observe that Ru(s, ) = Ru(=s, a + ) since (s, o) parameterizes the same line as (-s, a + 7).
And observe also, for a similar reason, that Ru(s, o) = Ru(s, a + 2kr) for any integer k.

To describe the region covered by the object being scanned we use the concept of support of
a function. The support of the attenuation function p(x) is defined as the smallest closed set
outside which the attenuation function vanishes. To keep the arguments simple, we may not
distinguish between the support of the attenuation function and the region covered by the
object, though this requires the attenuation function to be non-zero inside the object.

We now review the limited angle problem, the exterior problem and the interior problem.
The limited angle problem appears when knowledge of the Radon Transform Ru(s, o) is
restricted to the set (s, a) € R x [—¢,0} with (¢) < n/2. This situation arises, for example, in
electron microscopy or radio astronomy, where the angle of view is restricted. In the case of
the limited angle problem the data is enough to uniquely determine the attenuation function
(e.9., [22]). However, the inversion is severely ill-posed and it is not possible to obtain a
good reconstruction of the attenuation function in presence of data noise. This fact is
emphasized by the singular value decomposition of the limited-angle Radon Transform [19].

The exterior problem arises when the Radon Transform is only measured over the lines that
do not intersect a ball of radius a. In other words, Ru(s, o) is known only on the (s, a)-lines
defined with |s| > a. This situation happens in non-destructive material testing. For instance,
it is of special interest to detect cracks or corrosion in the outermost layers of pipes and
rockets. X-ray CT is a way to achieve this task, but the object is in general so dense that X-
rays cannot cross through the diameter, and therefore only exterior measurements can be
obtained. In the case of the exterior problem, the measurements are enough to uniquely
determine the attenuation function for the points satisfying |x| > a (Helgason support
Theorem, [15]), and a reconstruction formula for these points was provided by Cormack [6].
But, as shown by singular value decomposition [25], the exterior problem is also very ill-
posed, so that accurate reconstruction of the attenuation function is hardly possible from real
(noisy) data.

The interior problem appears when we measure only the line integrals that intersect a ball
totally contained inside the object. Namely the Radon Transform is available only for the
lines intersecting the set FOV = {x € R? : |x| < a} and this set is inside the object (FOV
stands for field-of-view). This situation could appear in medical imaging when we are
interested in reconstructing the attenuation function only in a region-of-interest (ROI).
Indeed, in such a case, it is desirable to reduce the patient exposure to X-ray radiation by
measuring only the line integrals that go through that region. In general, such a set of
measurements is not enough to uniquely determine the attenuation function, not even inside
the FOV. Nonetheless, the undetermined part is not arbitrary [14], it belongs to a space of
functions which are smooth in the set x| < a. A singular value decomposition of this
problem, for the fan-beam and parallel-beam geometries, can be found in [20,21].

In summary, truncation of the data set strongly impacts the CT reconstruction problem. It
either eliminates the possibility of recovering the value of the attenuation function (interior
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problem), or makes the reconstruction of the attenuation function very unstable (limited
angle and exterior problems). Such a behavior, in addition to the non-local nature of the
classical inversion formula for the 2D Radon transform [15,22], sustained the belief that in
two dimensions, reconstruction at a given point required knowledge of the transform over all
possible lines in order to be accurate and stable.

There exist some insightful results about what can be stably recovered from local data. More
specifically, it is known that limited sets of measurements can be enough to reconstruct the
singularities of the attenuation function in a stable way [13,16,26]. By singularities of the
attenuation function we mean, for example, discontinuities of the function. To be able to
determine in a stable way a discontinuity of the attenuation function at a given point, the
knowledge of all line integrals through a neighborhood of that point is required. In
particular, this means that for the limited angle problem and the exterior problem, there are
discontinuities that cannot be detected in a stable way. On the other hand, in the interior
problem, there is enough data to recover the discontinuities of the function inside the ball {x
€ R2: |x| < o} (i.e. inside the FOV). The relation between the singularities of a function and
the singularities of its Radon transform, and stability estimates in Sobolev spaces, can be
found in [13,26].

Summarizing, the amount of measurements in the interior problem is enough to recover the
discontinuities of the function inside the FOV, but not enough to determine the value of the
function at any point. Surprisingly, this situation changes drastically when the FOV is not
completely contained inside the object. We elaborate on this change below.

Assume that Ru(s, a) is measured for all lines intersecting FOV = {x € R2 : |x| < a}. Assume
that the FOV is not completely contained inside the object. And assume that the attenuation
function p(x) is continuously differentiate and with known compact support, i.e. p(x)
vanishes outside some compact set and we know that set. In such a case, when the object is
convex and the FOV contains opposite sides of the boundary, some recent papers have
provided accurate inversion formulas for the attenuation function in a subregion of the FOV
(e.g., [4,5,23,24,31 32 33,34,35]). Some non-convex objects, such as the one in figure 3.2a),
are also covered by these results. These inversion formulas are semi-local: knowledge of
line integrals far from the reconstruction point are still necessary, but they do not require to
know all the line integrals. It is important to observe that, on one hand, we are allowing
considerable truncation in the set of measurements. But on the other hand, for reconstruction
to be possible, we are requiring some extra a priori knowledge on the location and support of
the object. Note that the required extra knowledge is far from being equivalent to having
complete measurements. In particular, it does not imply that accurate reconstruction of the
attenuation function, or its discontinuities, is possible outside the FOV [13,26].

Most of the semi-local inversion formulas cited in the above paragraph require the FOV to
contain opposite sides of the boundary of the object (as in figure 3.2a)). Interestingly, some
useful results can also be stated in the case where the FOV exceeds the object only from one
side (as in figure 3.2b)). Indeed, it was proved in [11] that, in such a case, the data is still
enough to uniquely determine the attenuation function inside the FOV. Moreover, a
pointwise stability result was found. This stability result suggests that reconstruction of the
attenuation function should be more stable for the FOV points that are near the boundary of
the object, and that reconstruction stability may logarithmically decrease as we go deeper
into the object.

In the present paper we focus on the interior problem. This means that we assume
knowledge of the Radon transform for all lines intersecting the FOV = {x € R2: |x| < o} and
that we allow this field of view to be completely contained inside the object. However,
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unlike other studies on the interior problem, we include some extra a priori knowledge: we
assume that the compact support of the attenuation function is known, and we also assume
that the value of the attenuation function is known in some subregion of the FOV. Under
these hypotheses, we extend the uniqueness and stability results of [11] to new cases of
practical interest. Such extensions provide tools to explore image reconstruction in truncated
Computed Tomography and can translate into a reduced radiation dose in CT, which is
becoming of increasing importance as well described in the introduction of [29].

Uniqueness results for the interior problem with prior knowledge have been obtained in our
earlier work [17,18] and independently in [29]. The result presented here is slightly stronger
in concluding uniqueness over the whole space instead of just a restricted region.
Uniqueness however does not imply stability, and therefore the main focus of the present
paper is a theoretical analysis of stability. In [17,18,29], the good stability of this inverse
problem was demonstrated empirically for specific reconstruction algorithms, which use the
POCS method to invert the Hilbert transform with limited data. Although POCS is an
efficient algorithm with guaranteed convergence if the data are noise-free (consistent), it
does not by itself guarantee stability when applied to ill-posed problems with noisy data,
such as, for instance, the severely ill-posed problem of limited-angle tomography. This
motivated a theoretical analysis of the stability of the interior problem with prior knowledge,
which led us to point-wise upper bounds on the reconstruction error that are independent of
the specific algorithm used for reconstruction, as soon as this algorithm enforces a number
of constraints. These results (Theorems 4.2 and 4.3) are useful since they show that the
problem is not arbitrarily unstable and they give insight into the accuracy that is attainable.
We will also present some numerical examples with simulated data to illustrate the
theoretical results, using the same POCS algorithm as in [18]. We refer the reader to [18] for
a detailed numerical study for a variety of geometric configurations, and with different sets
of prior knowledge, some of which are not covered by the results included here. The results
here, together with the studies already done in [18], [29], [30], point out new interesting data
acquisition settings, where accurate and stable reconstruction may be possible.

The organization of the paper is as follows. Section 2 contains background material on
mathematical concepts; specifically, we review the definition and properties of the Hilbert
transform and Nevanlina’s principle. These tools will be essential in the forthcoming
sections. In section 3 we recall the Differentiated Backprojection formula that relates the
Radon transform and the directional Hilbert transform, formula that together with the
inversion of the truncated Hilbert transform, produces the semi-local inversion formulas
presented in papers [23, 24]. In section 4 we describe explicitly the interior problem with a
priori knowledge (figure 4.1 and figure 4.2). We also analyze the implications of the results
presented in previous sections and with some extra calculation, we obtain the main
uniqueness and stability results of this paper. In particular, in section 4 we use the relation
presented in section 3 to reduce the problem of inverting the Radon transform in 2D to a
problem on the Hilbert transform in ID. In section 5 numerical experiments are done in
order to support the theoretical results of section 4. Section 6 mentions possible extensions,
in particular to the 2D fan-beam and the 3D cone-beam geometries. Section 7 contains the
conclusions.

2. Background Material

2.1. Hilbert Transform on the Real Line

Unless otherwise specified, all over this section f is going to be a function in C7 (R) with 0 <
o < 1 (see appendix A).
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For a function f € C(R) its Hilbert transform is a function in C° (R) defined as

1 S 1 y-e f(X) o f(X)
Hf(y) := ﬂP-V-fo_ydx = ngao f x+fy+8x_ ydx

Since ;, _, is not integrable at x =y, to make sense of the integral it is necessary to remove a
ball of radyus g around y and then let ¢ — 0. This is defined as the Cauchy principal value of
the integral, and it is denoted with a p.v..

The Hilbert transform is a classical transformation that appears in many different subjects, in
particular it relates the real and imaginary parts of analytic complex valued functions. It
satisfies H(Hf)(x) = —f(x) and it also verifies the following property.

Lemma 2.1—Let (a, b) be any non-empty open interval in R. If f(x) = 0 and Hf(x) = 0 for
X€E (@ b)CR,thenf=0inR.

Proof: Let Q = (C\R) U (a, b) i.e. Q is the complex plane with the intervals (—oo, a) and
(b, ©0) removed. For z €Q define

2(2) = fwf(x)d foof(X)

The function g(z) is analytic in Q and satisfies the classic Plemelj-Sokhotski formula [1,2]:
forany x € R \[a, b]

1
lim g(x+iy) — lim g(x+iy)=—f(x).
y—07* y—0- 2i

We assumed f =0 in (a, b), hence from its definition g(x) = Hf(x) for x € (a, b). But we
additionally assumed Hf(x) = 0 in (a, b). Therefore g = 0 in (a, b) and consequently the
analyticity of g implies g(z) =0 all over Q. Using this and Plemelj-Sokhotski formula we
obtain that f(x) = 0 for any x € R \ [a, b]. Since we already had assumed that f(x) =0 in (a,
b) the continuity of f implies that f = 0 on all of R.

Corollary 2.2—For any non-empty interval (a, b) the knowledge of f(x) and Hf(x) for all x
€ (a, b) determines uniquely the value of f over all the real line.

The next result about the Hilbert transform is quite remarkable [27,28], and this property
will be referred to as the inversion formula for the truncated Hilbert transform. For
simplicity suppose that the support of a given function f is contained in the interval (—1,1).
The knowledge of the Hilbert transform in (—1,1), plus some small a priori knowledge on f,
is enough to recover the function with the following inversion formula.

Theorem 2.3—Let f be such that its support set is contained in (—1,1) and assume g(x) =
Hf(x) is known in that interval. Then, for x € (—1,1),

V1- xzf(x)=C+7]—rp.v.fi1 % N1 —y*dy
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where C is a constant to be determined by a priori knowledge on f. For example, under the

1
current assumptions, C can be determined using the relation C== [ /(®)dx or from
knowing some € > 0 for which f(x) =0 forx € (-1, -1 +g) U (1 — ¢, 1).

2.2. Nevanlina's Principle

Apart from the Hilbert transform, the other important result we will use is known as
Nevanina's Principle [2]. It provides an upper bound for the modulus of analytic functions
and will be used later to estimate errors in the reconstruction of the attenuation function.

Nevanlina’s principle will be used in the following context. Consider Q C C to be a
connected open subset of the complex plane with a piecewise smooth boundary. The
boundary of Q are the points that delimit Q from its complement and it is denoted as 9Q. A
real valued function w(z) is said to be harmonic in Q if the Laplacian of the function
vanishes in the domain, i.e. if Aw(z) =0 for all z in Q. A harmonic function in Q satisfies the
maximum principle; this means that it attains its maximum and minimum values on the
boundary of Q.

Theorem 2.4—Let f(z) be an analytic function in a domain Q CC. LetD C 8Q be a
segment of the boundary. Let w(z) be a harmonic function in Q satisfying

w(z) = 0 for z€ D D rl<¢
T for 2 € 00\ D ,\ oo
If f(2) is such that
f f(2) e
€ forze€ D -1
FENSN 0 for 2 c 00\ D aQK__ <M
then
1f(2)] < M(L)I_M(Z) for all 2 € Q
="M CE

(2.1)

Because of the maximum principle, o(z) depends only on the domain Q and the set D C 9Q.
Also 0 < o(z) < 1 for z € Q. This harmonic function is called the Nevanlina’s exponent for
Q and D.

2.3. Applying Nevanlina’s principle
Consider a disk in the complex plane. Remove from this disk a segment of its horizontal
diameter, as shown in figure 2.1, and let that domain be Q. We picture the diameter as being
the interval (a, ) of the real line, while the removed segment is the interval (b, c). We let D
= (b, c) so that 9Q \ D is the boundary of the disk. These Q and D are the particular case in
which we will apply Nevanlina’s principle, so let us compute Nevanlina’s exponent
explicitly for such domain.

The easiest way to compute the exponent is to map Q conformally into the upper half plane
{z € C: Im(z) > 0}, mapping D onto the interval (0, o). Once in the upper half plane an
expression for Nevanlina’s exponent is straightforward. Indeed, if zs is a point in the upper
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half plane, write it as z5 = re’ with r > 0 and (B € (0,n). The function wy(re'f) = p/n
happens to be harmonic, bounded, and takes the values 0 on (0, o) and 1 on (—o, 0).

We map Q onto the upper half plane by using a sequence of conformal maps. In figure 2.1
we show the intermediate domains that we map through, keeping track of the images of the
sets D (dark solid line), 9Q \ D (thin solid line) and (a, b) C Q (dark dotted line). The
conformal maps that we use, and a short description of what they do, are as follows.

» Translation and scaling of the disk, centering the disk at 0 and normalizing the
radius:

- ()

ca
2

1.7

» Linear fractional transformation that map d +— 0, while mapping the disk onto
itself:

-d 2b—a-c
27 < —ford = a-c¢
1-dz c—a

* Aduplicated D is mapped onto (—1,1), mapping the disk to a half-disk. This is
achieved using a square root with a branch along [0, o):

732 \zZ

»  Linear fractional transformation that maps the half-disk to a quadrant of C:

1+z
U7 —
1-z

*  Open the quadrant onto the upper half plane:

57 Z2

Summarizing, we map Q conformally onto the upper half plane using the composition of
maps z5 o z4 © Z3 © Z © 71, mapping D onto (0, o0) and Q2 \ D onto (—oo, 0). Once in the
upper half plane we compose with oy to obtain Nevanlina’s exponent for Q, D. Therefore,
Nevanlina’s exponent for Q,D can be computed as w(z) = op(z5(24(z3(z2(z1 (2)))))). And
though this is a rather complicated expression, it is not hard to compute w(z) explicitly for z
€ (a, b), noting that (a, b) C Q is mapped onto {z : |z| = 1, Im(z) > 0} in the upper half plane.

Lemma 2.5—For the domain Q C C specified above and D = (b, ¢), Nevanlina’s exponent
atx € (a, b) has the following expression

w(x)= iarctan 20-»c-a)
' (c—a?-Q2b-a-c)2x—a—-c)

(2.2)

Inverse Probl. Author manuscript; available in PMC 2010 July 6.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Courdurier et al.

Page 8

3. Differentiated Backprojection (DBP) and Hilbert Transform

In Computerized Tomography (CT) the goal is to reconstruct an unknown attenuation
function from some of its line integrals. In the absence of noise these line integrals
correspond exactly to the measured data. In modern scanners, the data is acquired by an X-
ray source and detectors rotating around the patient (see figure 3.1). In such a setting, the
measured data gives rise to the concept of FOV: the set of points through which the line
integrals in all directions are measured. This FOV corresponds exactly to our previous
definition FOV = {x € R?: |x| < a} (e.g., figure 3.1). Recalling the definition of Ru(s,a)
from the introduction, the FOV corresponds to the set of points in R2 for which Ru(x . 6(a),
a) is known for all o € [0,7) Here x - 0 denotes the inner product in R2. We will refer to the
region outside the FOV as the region of incomplete measurements since for x  FOV,
Ru(x-8(w), o) is known only for a in an angular range smaller than [0,x).

Consider a function p € C{;"(RZ) and fix a vector n € R2\ {0}. The Hilbert transform of p in
the direction 1 at point x € R? is defined as

1 x—t
Hyu(x) == ——p.v.fRudt.
n t
This is an odd function in n, namely H—,u (x) = —Hyu(X).

For an attenuation function p, the connection between its Radon transform and this Hilbert
transform is as follows [23].

Lemma 3.1
Let 61, 6, and () be the unitary vectors corresponding to a4, ap and a respectively, where
v/ v/
ay and ay are arbitrary angles and @ € [@1 — 32~ 51. Then
] (1/2—'2—' (’)
== [T 2[—Ru(s, )] da=Hg,u(x) — Hg, ().
a3 s s=x-0(a) (3.1)
And since the directional Hilbert Transform is odd in n we get the following Corollary.
Corollary 3.2
Let 8 be the unitary vector corresponding to ag. Then
1 2p+5 0
— [ SRy, da=H .
77 ) a0 [ s (s (1)1”9(0) a=Hg,u(x) 52
This formula relates the Radon transform and the Hilbert transform over a line. 1t will be
used to reduce the problem of inverting the Radon transform in 2D to the problem of
inverting the Hilbert transform in ID. Corollary 3.2 implies the following for the points in
the FOV.
Corollary 3.3

For a point x in the FOV and in the case of noiseless measurements, Hyu(x) can be
computed from the measured data for any direction #.

Inverse Probl. Author manuscript; available in PMC 2010 July 6.
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Let us study the consequences of the previous result. In particular let us revisit some of the
results presented in [23] and [11].

Assume we have the situation of figure 3.2a): The object is described by the thin line and we
know the boundary of the object. The circle represents the FOV and therefore we are
measuring all the line integrals intersecting that circle. As in the figure 3.2a) pick a line L
that exits the object at opposite sides contained in the FOV. Let  denote the direction of
such a line. Corollary 3.3 tells us that from the measurements we can compute H,u(x) for all
points x in L N FOV. This includes a segment | C L such that u(x) =0 ¥x € L\ I. As we will
see in more detail in section 4, in such a setting the inversion formula for the truncated
Hilbert transform (Theorem 2.3 in this paper), allows us to recover u(x) over the line L.
Using the same argument over different lines, we obtain an inversion formula for all the
points in the shadowed region of figure 3.2a). This is essentially the inversion formula
presented in [23].

A key element in the previous argument is that the FOV needs to be large enough, and be
located in such a way with respect to the object, that it covers opposite portions of the
boundary of the object. Therefore, the previous argument does not work anymore when the
FOV only covers one side of the object, as the one in figure 3.2b). We can still consider a
line L that, at least in one direction, exits the object at a piece of boundary contained in the
FOV. We can compute Hyp(x) for all points x in LNFOV, but there are points in L where
w(x) does not vanish and where we are not able to compute Hyp(x). Still, in [11] it is proved
that the measured data is enough to uniquely determine u(x) inside the FOV. Additionally
some stabilitv estimates are provided about how the non-measured data influences the
inversion of the Hilbert transform at points in the FOV. Theorem 4.2 in this paper is an
extension of the estimates in [11]. In this paper we also present a generalization of the
uniqueness result of [11], showing that, actually, the measurements in figure 3.2b) determine
the function u(x) uniquely over all the object, although maybe not stably everywhere. This is
a consequence of Lemma 2.1 and Corollary 3.3, and will be presented in detail in the
following section.

The situation described in figure 3.2 arises in medical imaging when the patient is bigger
than the FOV, or when we want to reduce the size of the FOV to reduce the patient exposure
to X-ray radiation.

4. Incomplete Data and A Priori Knowledge

We are now ready to present the case studied in this paper. As mentioned in the
introduction, we consider the interior problem: we assume the FOV is completely contained
inside the object. In order to tackle the problem we assume we know the boundary of the
object and we assume we know the value of the attenuation function in a subregion A inside
the FOV. This situation is represented in figure 4.1a) and figure 4.2a).

First, we study the situation described in figure 4.1a). For such a case we are able to obtain
uniqueness and stability result, presented in Corollary 4.1 and Theorem 4.2 respectively.
After-wards we focus on the situation described in figure 4.2a). The analysis will be
analogous and the uniqueness result applies immediately, but we obtain a somewhat stronger
stability result for the points in the FOV that are between regions where p(x) is assumed to
be known (Theorem 4.3).

The uniqueness result establishes that the truncated measurements and the a priori
knowledge are enough to determine the attenuation uniquely. For this result to hold we also
need to assume that the measurements are noiseless and, therefore, that they correspond
exactly to Ru(s, a).
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4.1. Reducing to a ID problem

Consider a line L that intersects the region A as in figure 4.1a). We regard the function p(x)
restricted to the line L. For that, fix xg € L and choose n € R%\ {0} such that L = {xp + tn : t
€ R}. For t € R define f(t) == p(Xg + tn). Such a function corresponds to the restriction of
u(x) to the line L and from its definition f € C;’(R). We also have the following relation
between the Hilbert transform of f(t) and the directional Hilbert transform of pu(x),

S 1 K
H/ (o) Z%p.v.fRff—st)odS:— .V.fRf(S-H‘O)dS:

N ulxo+(s+io)y) , 1 p(xo+ton+sny)
=<p.v fR—vd.S—;p.V.fRA—gd.S—

Zp.v.
= —H_,u(xo+10m)
=H,u(xo+iom).

Therefore, if (xg + tgn) € FOV Corollary 3.3 implies that H,u(xo + ton) can be computed
from the measured data, hence Hf(tp) can be computed from the measured data. In addition
to that, if (xg + tgn) € A then p(xg + ton) is assumed to be known, hence f(tg) is known.

This idea is summarized in figure 4.1. The function p restricted to the line L corresponds to a
function f: R — R. The FOV corresponds to an interval (a, e) and perfect measurement of
Ru for the lines intersecting the FOV translate, using formula (3.2), into the knowledge of
Hf(t) for t € (a,e). The region A C FOV corresponds to an interval (b, ¢) C (a, ) and
knowledge of u(x) for x € A translates into knowledge of f(t) for t € (b, c).

In particular, using Corollary 2.2, this implies that f is uniquely determined over R and the
following result follows.

Corollary 4.1—Recalling that u(x) € C8°(R2). If () is known in a non-empty open region
A contained in the FOV and the measurements are noiseless, then 4 is uniquely determined
over all lines L intersecting A. This readily implies that 4 is uniquely determined in R2.

The reduction above of the original problem to a 1D problem is quite useful. The problem of
recovering p over L N FOV reduces to recovering f(t) in the interval (a, e) (see figure 4.1).
The information that we have available to reconstruct f(t) comes from the a priori knowledge
on pn(x) and the measurements of Ru(s,a). We established that perfect measurement of
Ru(s,a) for the lines intersecting the FOV imply that p is uniquely determined. Now we will
study what happens when we allow errors in the measurements.

In the presence of noise the measurements are not exactly Ru(s, a) anymore and we denote
them as Ryu(s,a). For a given line L we can compute the left hand side of the DBP formula
using Rpu(s,0) instead of Ru(s,a) (equation (3.2)) and then restrict the problem to 1D like in
section 4.1. We denote by gm(t) the function obtained using the prescribed procedure. If the
measurements were perfect the DBP formula tells us that g, (t) = Hf(t), but in the presence
of noise this needs not be the case.

4.2. Setting of the Problem

In this subsection and the next ones, the variable x will denote a point in R, as in section 2.
This is for simplicity of notation when doing references to complex variables.

Let us assume without loss of generality, that supp f C (—1,1). We observed in the case of
noiseless measurements, that Hf(x) can be obtained from the measured data for the points x
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€ (a, e), while f(x) is known for x € (b, c). The points - <a<b < c <e < are specified in
figure 4.1.

Recall the inversion formula for the truncated Hilbert transform:

) 1 1 HfQ)
1- Xzf(x)ZC-l-y—rp.V.fil H 1- yzdy

and let us split the integral as follows. Define

1 e Hf(y)
/zl(ac)=C+;13.v.faﬁ 1 —y2dy

(4.1)

b1 HiG) [~ tHIG) 775
hy(x)= g [p.v.jﬂ_] oy 1-y dy+p.V.fe oy 1 —y2dy w2
1 1
where 1(x) will be specified later and C=7—rfRfdx=]—rfL,u dl |.e. we can write
V1= 22 f(x)=hy ()+7(x)ha(x) (4.3)

where hy(x) corresponds to the part that could be obtained from noiseless measurements
while hy(x) is defined with the values of Hf(x) that cannot be computed from the
measurements. In this context, errors in the measurements translate into errors in the value
of hq(x) and therefore the uniqueness given by Corollary 4.1 is lost.

Nonetheless, we would like to know if it is possible to obtain a reasonable reconstruction
when the errors in the measurements are small, i.e. when the errors in Ry(s,a) and g (t) are
small.

We will tackle this stability question in two steps. As we mentioned above, hy(x)
corresponds to the part of f(x) that can be obtained from noiseless measurements, and errors
in the measurements imply errors in hy(x). The first step, included in this subsection and the
next two, consist in giving a criterion that allow stable reconstruction but which relies on
having a bound for the error in h1(x). The error in hy(x) is not straightforwardly related to the
errors in the measurements Ry, (s,a) or the errors in gpn(t), and therefore the criterion
presented in this subsection is an indirect one and it is somewhat technical. The second step,
which is discussed in subsection 4.5, analyzes how bounds in the errors of Ry, (s,a) and gm(t)
can be translated into bounds for the error in h¢(x), i.e., in subsection 4.5 we obtain a set of
conditions that refer directly to the errors in Ry, (s,a) and gm(t) and that allow for a stable
reconstruction.

Now we focus on the main goal of this subsection: a criterion that ensures that a candidate
reconstruction f, will be close to the original function f, at least for the points inside the
interval (a,e). The criterion that leads to the stability bounds of Theorem 4.2 and Theorem
4.3 is written as f, € S; (the definition of the set S, is given below) and it can be roughly
summarized as follows. Let Hf, be the Hilbert transform of the candidate reconstruction f,
and let hy, be obtained using equation (4.1) with H.f.(y) instead of Hf(y) and C, = [rfr(y)dy
instead of C = J'g f(y)dy. We will request that for x € (a, €) the error of hy ((x) is not too
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large, namely, we will request that there is a non-negative continuous function E(x) such
that,

|71 -(x) — By (x)] <eE(x) for x € (a, e) with E(x) < 1 for x € (b,¢) (4.4)

This is a somewhat technical condition that amounts to a tight uniform control over the error
|h1,((x) — h1(x)| in the interval (b, c), while allowing for the possibility of a larger error in the
rest of the interval (a,e), as defined by the function E(x). A condition requiring a uniform
bound over all of (a,e), especially near a and e, may be too restrictive since, as we approach
the region of incomplete measurements, it might be impossible to control the precision of
the reconstruction f;, and hy , is related to f, by equation (4.3).

Let us describe explicitly the set S.. Due to the non-local nature of the Hilbert transform we

need to add an a priori bound on |Hf| for x € (—1,a) U (e, 1). We know that / € Cy’(R)and
therefore Hf € C*°(R). Hence |Hf(x)| is uniformly bounded for x € (—l,a) U (e, 1) and we
assume that we know constants M1 and M, such that

l—l—xZIHf(x)I S{ M, /2 for x € (-1,a)

1
pu M, /2 forx € (e, 1)

We define S; as the set of smooth and compactly supported functions /. € Ci’(R) that
satisfy the following four conditions:

—supp f(x) c (—1,1) (we know that supp f(x) C (=1, 1)).
—f(x)=f(x) for x € (b,c) (recall that f(x)is known in (b, ¢)).

—|hy (x) — hi(x)|<eE(x) for x € (a,e) with E(x) < 1 for x € (b, c)

Se:={f € CTR): }

M /2 f -1
T g e Lo

The function E(x) is any arbitrary non-negative continuous function on (a, e) satisfying E(x)
< 1forx€ (b,c).

One of the main results in this paper is to show that for any f, € S, the reconstruction error |
fr(x) — f(x)| is bounded by equation (4.6). Now we make some computations that help us
prove such result. Let us denote the reconstruction error as fer(X) = f(x) — f(x) Define

h1 err(X) and hy err(X) using equation (4.1) and equation (4.2) with f(x) replaced by for(X).
Observe that equation (4.3) holds with ferr,hg ery and hy g instead. The assumption f,(x) € S,
translates into

¢ supp ferr(x) C (—1,1)
o for(X)=0forx € (b, )
o |hyerr(X)] < €E(x) for x € (a, ) with E(x) < 1 for x € (b, ¢)

1 M, forx € (-1,a)
— ] = x2
7 1 — x*[H ferr(x)| <{ M, for x € (e, 1)
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We will bound |ferr(X)| in terms of € for x € (a, b). Because of (4.3) it will be enough to
bound t(x)hz ¢rr(X) in terms of & for x € (a, b). The bound we find is not a norm or uniform
bound, but instead it is a pointwise bound that depends on the position of x with respect to
-la,b,ce 1

Since forr(X) = 0 for x € (b, c) equation (4.3) implies,

hl,err(x) &

|h2,err(x)| = )

v b,
o e «.5)

Also, we can extend the definition of hp ¢(z) to z € C\ ((—1, &) U (e, 1)) by just replacing x
by z in the definition of hy ¢rr(X). The extended function hy ¢rr(z) will be analytic in any
subset of C\ ((—1, a) U (e, 1)) as lone: as 1(z) is analvtic there. The inclusion of the function
1(z) in the definition of hy ¢r((z) is due to the singular behavior of the integrals

a errr(y) leerr(.Y)
f 1 VI~ yidy andf vi- yidy for z € (e, 1) respectively. For a fixed

domam Q we will see shortly that we can choose an analytic function t(z) that is easy to
analyze and that in Q has the same behavior as these integrals. That way hy err(z) can be
bounded and Nevanlina’s principle can be applied.

4.3. Bound for x € (a, b)

Consider Q to be the disk of diameter (a, ¢) and remove the subinterval (b, ¢). Let D = (b, ¢)
C9Q (i.e Qand D are like in Lemma 2.5). Define,
-
a 1 . Mo In (=)
) = k+ |, ——dywithk ;= ————=.
7(2) =k fflz—y 'ywith k 7

This function t(z) is analytic in Q and, as proved in the appendix B, |hy er(z)| < V21, for z €

x+1
3Q\ D. Also, for x € (b, ¢, T®I= KH“( ) Inequality (4.5) then implies

|h2,err(Z)| < ﬁ R P ..
k+In (£2) for 2 € D = (b, ¢). Using Nevanlina’s principle (Theorem 2.4) and

formula (4.3) we conclude the following theorem.

Theorem 4.2—If f, is a reconstruction satisfying the conditions imposed by f, €S,, where
S, is defined in Subsection 4.2, then for any x € (a, b),

1-w(x)
1= x*|fr(x) = f(O)] < |eE(x)+ Ml(K+lIl( .
Vi@ V2 ¢
\/_ 2M, (k+In(Ed)) 6
w(x)= iarctan 2b-xc-a)
The function o (c —a)’(2b — a — ¢)(2x — a — ¢) is the Nevanlina’s exponent

that was calculated in Lemma 2.5.

In order to identify the consequence of this result, we rewrite the bound in Theorem 4.2 in a
less explicit form (assume 0 < e < 1):
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If(x) — F(0)| < K(x)&®™, with §(x)=1 — w(x).

The function 8(x) > 0 is continuous and satisfies limy_,, 8(x) = 1 and limy_,4 8(X) = 0,
actually this function is 6(x) = 1 — o(x). The function K(x) is also continuous and

b+1

c+1
limy_,pK(x) = (k+ In ( )/ (k+ In (CT)) < oo while limy_,; K(x) = co. Written in this
form the bound implies the following: accurate reconstruction is possible near b, and
reconstruction should become more unstable as we approach a.

With respect to the reconstruction of p over the line L, Theorem 4.2 implies reconstruction
should be accurate near the region A, where p is assumed to be known, while reconstruction
should be less accurate as we move far from the region A towards the region of incomplete
measurements.

By symmetry, the points in the interval (c, €) admit a bound of exactly the same kind. We
skip such computation and we focus on studying the case of a different region A.

4.4. Points Between Regions Where p is Known

We study what happens when we restrict the attenuation function p to a line L as the one in
figure 4.2a). As before, we reduce the analysis to a 1D problem, and uniqueness follows in
the same way.

We modify the list of conditions that imply a bound for the reconstruction error, accordingly
to the situation presented in figure 4.2. Let us define S7; as the set of smooth compactly
supported function f, satisfying,

—supp f(x) C (=1, 1)

— [i(0)=f(x)forx € (b,c) U (d,e)

— |hy +(x) — h1(x)|<eE(x) for x € (a, e)
with E(x) < 1forx € (b,c) U (d,e).

M /2 f -1
VTl M2l € Cl)

Se=1/ € CY®R):

As in subsection 4.2, let fer(x) = fr(X) — f(X) denote the reconstruction error. Since f, € S,
the following set of conditions replace those of subsection 4.2:

s supp ferr(x) C (=1, 1)
o for(X)=0forx € (b, c) C(d, e)
o |hyerr(X)| < €E(X) for x € (a, &) with E(x) < 1 for x € (b, ¢) U (d, e).

1 ——= M forx € (-1,a)
pm 1= 21H forr () <{ M, forx € (e,1) (twice the a priori bound on H f(x))

To obtain a bound for the reconstruction error it is enough to bound hy ¢rr(x). In order to do
this we consider adequate domains Q= {a disk minus a subinterval of the diameter} and
functions t(z) with the right behavior in each Q. Applications of Nevanlina’s principle for
h2 err(z) Will then produce the desired bounds.

The interval (c, d) is contained in the domains Qjand Q, described in figure 4.2b). Namely
we obtain ©Q, by removing the interval D, = (b, ) from the disk of diameter (b, d). Since Q;
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is far from (-1, a) U (e, 1) we can consider different candidates for the function t(z). We
obtain Q5 by removing the interval D, = (d, €) from the disk of diameter (c, €). Let us define
the following functions:

1 - n (1=

T1@ = kit 1 S dy with = Mo ()
1 exl

T2(2) = K2+fi yTZdy withky := Moy ILEH)
1 bel

73(2) = K3+fl yTzdy with k3 := Mitn (o)) h[t/[gb-“

After a slight modification of appendix B, the analysis leading to Theorem 4.2 is valid for
Q4 with 19(2), for Q, with t(z), and for Qq with t3(z). The application of Nevanlina’s
principle on those three different settings provide us with the bounds (4.7), (4.8), (4.9) in
Theorem 4.3. In addition to that, since Q4 is far from (=1, a) U (e, 1) then hy ¢((z) does not
have a singular behavior in Q4, and we can consider Q4 with t4(z) == 1. Inequality (4.5)
implies |hy err(z)| < € for z € (b, ¢), while the second part of appendix B shows that

c+1

2err(2) < MyIn | - +MyIn | = for 7 € 30, \ Dy. An application of Nevanlina’s
principle in this case provide us with the bound (4.10) in Theorem 4.3.

Theorem 4.3—For a reconstruction f, (x) satisfying f, €S, we have the following bounds
at points x €(c, d). Using Q4 with z1(z) we obtain

VI=22/(x) = [0l <

l-wi(x)
eE(x)+ \/EMI(KI‘HH (;H—la))[\/zM ( j—l (c+l))J ]
- 1k +in (=,

(4.7)

2(x —c)(d - b)
w1 (x)=—arctan
where n \/(d—b)z—(2c—d—b)(2x—d—b).

Using Q) with 1,(z) we obtain

1-wa(x)
V1= 211,00 = [l < [eE0)+ ‘/EMz(Kzﬂn(i — i)) [ z ) ]

V2M (ky+In(1=40))

(4.8)

w: (x)—iarctan 2d = x)(e —¢)
where 2 x (e—c-Qd-—c—-e)2x—c—e).

Using Q4 with t3(z), we obtain

V1= 22|fp(x) = f(0) <

1-wi(x)
eE(x)+ \/EMQ(K3+ln(i - i))[ ¢ ))] ] .

\/EMZ (3 +ln(g

(4.9)

Using Q1 with 14(z) == 1, we obtain
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1-wi(x)
b+1 1-d &
eE(x)+ | Miln +M>In .
0 ( inG =M (e—d)) [Mlln(—zt;>+len(—;_§>] }

(4.10)

Which bound is better actually depends on the values of a, b, ¢, d, e, M1, M5 and the location
of the point x in the interval (c, d).

Let us rewrite the combination of the bounds in Theorem 4.3 in a less explicit way (assume ¢
<1):

I/,(0) = f(O)] < K(x)e®™

with 3(x) > 0 and K(x) continuous. The main difference with respect to the bound in
subsection 4.3 is that now, by putting together the bounds in Theorem 4.3, the functions 8(x)
and K(x) satisfy limy_,¢ 8(x) = limy_,q 8(xX) = 1, while limy_,; K(x) < o0 and limy_,q K(X) <
©o. In particular, for & = min( gy 3(x) > 0 and K = maxc 4y K(x) < co we have:

If,(x) = fx)] < Ke°.

This is a uniform bound for the reconstruction of f in the interval (c, d). The intuition that
stability should be achievable inside the whole interval (c, d) is verified: when we move
inside the interval (c, d) we stay away from the regions of incomplete data.

4.5. Stability based on measurements errors

In the previous subsections we bounded the reconstruction error |f(x) — f(x)| for the points x
inside the FOV. But these results are not easy to interpret because they require f, € S, and
that means that we have to bound the error |hy ((x) — h1(x)| of the intermediate function h(x)
defined by equation (4.1). A more useful error bound for the reconstruction would be
expressed in terms of the error for quantities related directly to the measurements, namely
Rm(s,a) and gm(t).

In this subsection we study how to bound the reconstruction error only from the knowledge
that Riy(s,a) and gm(t) contain small errors plus the a priori knowledge. The answer is not
straightforward. The condition f; € S, requires us to bound |hy ((x) — h1(x)| and hy(x) is
computed from H f(x) as denned in equation (4.1). In the noiseless case we know that gpy,(x)
= H f(x) and therefore, even in the presence of noise, we may want to construct f, such that
Hf, = gnm, this is a good idea but it does not produce f, € S;.: even if the error |Hf, — Hf| is
very small there is no guarantee that hy , will be close to hy (such a fact can be noted by
observing that the Hilbert transform of a discontinuous function is not bounded, and it would
be unrealistic to assume continuity constraints on the error |g, — Hf).

We overcome this problem by reconstructing instead a smooth approximation f of the
original attenuation function f. We define f(x) = ¢ * f(x) = J'r ¢ (x — y)f(y)dy as the

convolution of f with a smooth non-negative blurring kernel ¢(x) € Cy” (R), ¢ being such
that J'gr $(x)dx = 1 and with bounded support supp ¢ C (=8, 8). We are in the setting of
subsection 4.2 (see figure 4.1) and we assume that & > 0 is small enough to satisfy —1 + & <
a,b+d<c—5,e<1— 3 (seefigure 4.3).

We assume the following a priori information about f:
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o suppfC(-1+35,1-3)hencesuppfC(-1,1).
o f(x) is known for x € (b, c).

*  We know constants M1 and M, such that

1 M;/2for x € (=1 —6,a+20)
L { My/2for x € (e —26,1+)
We also assume that the error in the measurements is small, as prescribed by the following
bounds
|gm(x) — Hf(x)] < & for x € (a, ) and |Rypu(s0, @) — Ru(s0, @)l <& (4.11)

where (s, og) parameterize the line L that defines f, hence Ry, (sq, ag) = J'r f(y)dy.
We define the set A, of admissible solution estimates as

—supp fr C (—=1+6,1 - 0)
— [i(x)=f(x) for x € (b,c)
1 M, /2 for x € (—1, -6, a+26)
A= {fy € C@): ~ mH/I< { M,/2 for x € (e — 26, 1+6) }

—Hf.(x) — gm(x)=A(x) for some A with I/l(x)‘<s for x € (a,e)
— [ o 0y = Ripa(s0, cro)l<e

The first three conditions in the definition of A, correspond exactly to the a priori knowledge
about f(x). The last two conditions in A correspond to the bounds of the measurements
errors, as specified by (4.11). Therefore the original function f(x) is an admissible solution,
i.e. f€ A, and if f, € A, we will say that f, is compatible with the a priori information and the
measurements.

As mentioned before, just the fact that f, € A; does no guarantee that f, € S.. What we will
show though, is that for any admissible solution f, € A, the convolution ¢ * f, (x), as a
reconstruction of T (x) = ¢ * f(x), has a bounded reconstruction error. In order to establish
that let us define @ = a+6, b = b+3, c=c—5 and ¢ = e—5 (see figure 4.3) and let us define the
set

—suppf, C (-1,1)
—f(0)=f(x) for x € (b, )

— A oy, L — - Mi/2forx € (—1,a)
A= {f, € CYR): - LNT= H7, (| s{ s fors € o 1) )

- Hf,&x) — g, (x)=¢*A(x) for some |A(x)|<e for x € (a,e)
— 1o Fr 3y = Rupa(s0, 20)] <€

Since ¢* (Hf) = H(¢ * f) it easy to check that, if f, € A; then ¢ * f, € A,. In particular f € A,.
We also define the following set
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—suppf,(x) € (=1, 1)
= [ (x)=f(x) for x € (b,¢)
Se=1{,eC®R): - My/2forx € (-1,a) }
B ']_leHff(xNS{ My/2forx € @ 1)
— Ry (x) = hy(x)|<EE(x) for x € (a,&) with E(x) < 1 for x € (b,¢)

where hy  (x) (respectively hi(x)) are calculated using equation (4.1) with f; instead of
(respectively finstead of f), and with @ and & instead of a and e. The constant ¢ is
proportional to £ and E(x) is a continuous function in (g, &) with E(x) < 1 for x € (b, ¢). The
precise description of ¢ and E(x) are in Appendix C, where it is also shown that if (4.11)
holds then A, C S; and therefore ¢ * f, € S; for any f, € A... Lets stop one second to notice
the following: the last two conditions in the definition of A; are bounds of the candidates
compared to the measurements, but the last condition in S; involves T and not the
measurements. Roughly speaking, this transition is possible because T € A, and all the
functions in A; are close to each other.

We observe that the set S; coincides with the criterion introduced in subsection 4.2 (listed in
the set Sg), provided that we replace a, b, ¢, e, € and E(x) by a, b, ¢, &, € and E (x). Using
Theorem 4.2 we conclude. For any admissible solution f, € A, the error |¢* f.(x)—F(x)| will
be bounded by equation (4.6), with the corresponding substitutions.

5. Numerical Experiments

In order to support numerically the previous results we consider the situation described in
figure 5.1a). The Shepp-Logan phantom is enlarged 2.5 times, so its ellipse axes are 4.6 and
3.45. We consider a rectangular FOV of 1.5 x 2 located in the center of the phantom, the
fact that the FOV is a rectangle does not change the theory and makes the presentation of the
numerical results clearer. A total of 1200 parallel-beam projections over an angular range of
180° are computed. On each projection, lines are sampled at every 2/256 of distance and the
lines not intersecting the FOV are truncated. The FOV is reconstructed as an image of 192 x
256 pixels.

The gray strips in figure 5.1b) correspond to the region A, where the attenuation is known a
priori. The region A divides the FOV in the regions B, C and D, to the left, in between and to
the right of A respectively. With respect to the support of the object we consider two
situations (see figure 5.1c)): we have the knowledge that the phantom is contained inside a
region 1.2 times its original size, labelled “tight support” case; or we have the knowledge
that the object is contained in a region 1.8 times its original size, labelled “loose support”
case.

Consider an horizontal line L as the one in figure 5.1b). Let f(x) be the restriction of p to that
line and let f,(x) be the reconstruction of f(x). The a priori knowledge on p corresponds to
the following knowledge on f(x),

- f(x) is known V¥x € (—.55, —.45) U (.45, .55).

- f(x) = 0 Vx € (—d;, d;). Let d be the intersection of the line L and the boundary of the
phantom as in figure 5.1, dj = 1.2 x d for the “tight support” case, dj = 1.8 x d for the
“loose support” case.

- f(x) = 0 since it is a density function.

From the measurements we compute
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- Om(X) VX € (-1, 1), computed using the measurements in the DBP formula (3.2).

T
- Ryu(s, 5), the measurement on the horizontal line L.

The reconstruction of f(x) is done by trying to find a function f, in the intersection of the
following sets:

Ey = {f €L2 (R) : f(x) = f(x) VX € (—.55, —.45) U (.45, .55)}
E,={f€EL2(R):f(x) =0 VX & (-.d; d)}

Ez={f€ L2 (R):(x) < 0}

E, ={f € L2(R) : [Hf(x) — gm(x)| < & VX € (-1, 1)}

Es:={[e ’R):[ ljid,- SOdx=R,u(s, %)}

Observing that the mentioned sets are convex, the scheme followed to find f.(x) in the
intersection of the E; is by iteratively projecting into them, in the order E,,E4,E1,E5,E3. The
projection operators on the sets above are straightforward except for the projection on E4.
Denote as P4 : L2 — Eg4 C L2 the orthogonal projection on E,. This operator takes the
following form [11]: for f € L2(R) let

[ Hf® x¢ (-1, 1)
() = max {gm(x) — &, min {g,,(x)+&, Hf(x)}} xe(-1,1)

then P,f=H1o.
The methodology described above is essentially the DBP-POCS method in [11].

In figure 5.2 we present the reconstruction obtained if we do not include the a priori
knowledge, i.e. without projecting on E1. Without the a priori knowledge the reconstructed
value of the attenuation function is shifted and it presents strong low frequency artifacts, this
is a large bias in the reconstruction and is the kind of behavior that usually shows up in the
interior problem. Reconstructions including the a priori knowledge, i.e. including the
projection on Eq, are shown in figure 5.3. For region C, contained in between regions of a
priori knowledge, we observe that reconstructions are accurate and stable even with noisy
data and only with a loose knowledge about the support of the attenuation. In regions B and
D the reconstructions tend to be more accurate near the region of a priori knowledge, and
becomes less accurate as we move away from it. Artifacts appear towards the region of
incomplete measurements and reconstruction near the region of incomplete measurements
depends importantly on the knowledge about the support of the function. The quantitative
aspects of the reconstructions in figure 5.3 are also illustrated by profiles in figure 5.4.

The table in figure 5.5 shows the effect of noisy data for reconstruction, with and without a
priori knowledge, in the “tight support” case. We also include the bias of the reconstruction
with respect to the original phantom. Namely, let u(x) be the attenuation function of the
original phantom, let pr (x) be the reconstruction without noise and let p, (x) be the
reconstruction obtained with Poisson noise added to the data. On each R()l we compute the
standard deviations and biases as
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JZ (1r(X) — pra(0))? S ) — ()
SD - x€ROI BIAS — x€ROI
Rot #x:x € ROI} ’ Rol #{x:x € ROI}

We notice in figure 5.5 that all the standard deviations, with and without a priori knowledge,
are on the same order of magnitude, while the bias in the reconstruction with a priori
knowledge is much smaller than the bias in the reconstruction without a priori knowledge.
We also observe that, going from reconstruction without a priori knowledge to
reconstruction with a priori knowledge, the standard deviation in regions B and D increases
by 12% and 15% respectively, while in region C the standard deviation increases only by
1.6% (and becomes about 3% smaller than the standard deviations in regions B and D). l.e.
for the ROI C, located between regions of a priori knowledge, the reconstruction that
includes the a priori knowledge is much more accurate than the reconstruction without the a
priori knowledge while the standard deviation remains essentially unchanged.

6. Extensions

For Theorems 4.2 and 4.3 we can relax our a priori knowledge on the attenuation function.
For the a priori knowledge it is enough to assume that we know g, (x) such that [pgq(X)
—(X)|<g for x € A. In the computations leading to Theorems 4.2 and 4.3 this extra &g can be
absorbed in hy ¢rr and the bounds presented in Theorems 4.2 and 4.3 are still valid if we
replace € by ¢ + .

A second extension is with respect to the acquisition geometry assumed in this paper. We
assumed that the measurements were either acquired in parallel beam geometry or that they
were rebinned into a parallel beam parametrization. This assumption was done in order to
simplify the presentation and it is not strictly necessary. The explicit parallel beam
parametrization was used only in Corollary 3.2. There is an analogous formula relating the
fan beam or cone beam measurements to the directional Hilbert transform [24]. Once the
directional Hilbert transform of the attenuation function is obtained, the rest of the analysis
is the same. An extension to the fan beam geometry is direct. Nonetheless, in the case of
cone beam geometry, truncation of the data set can take a complicated form, and it is not
easy to characterize all the segments along which the directional Hilbert transform can be
computed from the available data.

Throughout the paper we have been picturing the FOV as a circular region. However, as we
saw with the simulation, the FOV does not need to be circular; it can be rectangular or it can
take less regular shapes. Note however, that the FOV will always be convex or the union of
convex sets [3].

7. Conclusion

In the present paper we studied the interior problem of Computerized Tomography. We
concluded that adding extra knowledge on the support of the attenuation function, and
adding knowledge of the value of the attenuation function in a subregion of the FOV, the
measurements are enough to uniquely determine the function all over the object.
Additionally, we proved that any candidate reconstruction satisfying the set of conditions in
subsection 4.2 (or the conditions in subsection 4.4) has a reconstruction error bounded by
equation (4.6) (respectively equations (4.7) (4.8)(4.9)(4.10)). These bounds establish that
accurate reconstruction is possible for points inside the FOV if they are near the region
where the attenuation is known. The same bounds suggest that reconstruction becomes
unavoidably unstable as we approach the region of incomplete measurements. Last, we
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showed that reconstruction can be stable along any interval in the FOV that is contained in
between two regions where the attenuation is known. All our theoretical predictions were
illustrated by numerical reconstructions using the DBP-POCS method of [11]. The
reconstructed attenuation showed good accuracy and stability as suggested by Theorem 4.2
and Theorem 4.3, thus supporting our results for the interior problem with a priori
knowledge.

The possibility of stable reconstruction for the interior problem has interesting consequences
for the problem of Computed Tomography with truncated data. For example, in low-dose
cardiac CT the region of interest is well inside the patient and image reconstruction on a
reduced FOV translates into a reduced radiation dose. The required a priori knowledge about
the support of the attenuation function is easy to obtain, at least loosely (the patient is inside
the scanner). More difficult is to obtain the a priori knowledge of the attenuation function in
a subregion of the FOV. Some suggestions are to complement the CT measurements with
other imaging techniques or to try to identify a region of tissue or bone inside the FOV for
which the attenuation function can be guessed with good enough accuracy.

A case in which the a priori knowledge is not hard to obtain is when performing multiple CT
scans of the same region in a short period of time. For instance, when conducting a scan
before and after a contrast agent has been administered. With the first full scan the non-dyed
attenuation coefficients are determined, and any region not affected by the contrast agent is a
region of a priori knowledge for the subsequent scans. If such a region can be identified and
we are interested only in an image of a localized region well inside the body (as in the case
of urography), the results of stable reconstruction for the interior problem with a priori
knowledge would allow to reduce the FOV for the subsequent scans and therefore reduce
the overall radiation dose on the patient.
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9.1. Appendix A

We say that a function f is in C°(R"), with 0 < ¢ < 1, if for any point x € R" there exist
constants C and & > 0 such that

/() = f(x)| <C|x — y|” for any y satisfying |y — x| <.

We say f € C®(R) if it is differentiate to any order.

The support of a function f, denoted as supp f, is defined as the complement of the largest
open set in where f vanishes. We say that f € C{(R") if it is in C°(R") and also has compact
support. Analogously for C"(R").

9.2. Appendix B

Let Q be the disc of diameter (a, c) with -1 <a<c<e<land let
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1 Hf(t Hf(z
k(z) .= — p.v.jﬂlﬁxﬂ —tzdt+p.v.f]£ V1 - 2dt].
Vg “lz—t ¢z—1

Assume that

) M, fort € (-1,a)
L A2
ﬂ\/ﬁle(l)K{ M, for1 € (e, 1)

then for z = x + iy with Re(z) = x € (a, ¢) we have,

leal

1
M, f‘ilzjdl'l'sze:dl
[ )

M,
V2M,

lk(z)|

A

1

IA

IA

len( )
M,

IA

[ 7 —dt+

1 L) ana MyIn ()
where the last step is valid since Re jﬂl r] an M, are both non-negative.

Additionally, for z = x + iy with Re(z) = x € (c, d) we also have

|k(2)]

A

1
“ —dt‘

IA

1 B
leal—dt+M2f —dl‘
M, 1n(b+1)+M2 ln(l_d)

IA

9.3. Appendix C

As mentioned in subsection 4.5, assuming that (4.11) holds, we want to prove that 4, C S;.
The constant & will be proportional to £ and £(x) will be a continuous function in (@, &) with

E(x) <1forx € (b, c). Recall that ¢ € C;’(R) is such that fg ¢(x)dx = 1 and supp ¢ C (—5,3).
We are assuming that (4.11) holds, i.e. we assume that

lgm(x) — Hf(x)| < e for x € (a, e) and |R,,u(s0, ) — R, (50, o)l <& 9.1)

and given (9.1) we want to prove that the following two conditions

H]_‘,,(x) — ¢xg,(x)=¢+A(x) for x € (a, e) for some |A(x)| <& for x € (a, e) (9.2)
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|[ o/ @)y = Rupa(so. 20)| < & 9.3)

imply
|1, (x) — hy(x)| <EE(x) for x € (@, e) with E(x) < 1for x € (b,¢) 9.4)

where hy  (x) (respectively hi(x)) are calculated using equation (4.1) with f; instead of f
(respectively := ¢ * f instead of f), and with @ :=a + § and ¢:=e — & instead of a and e.

First we will use (9.1) to eliminate reference to the measurements in (9.2) and (9.3). Recall
that ¢ * (Hf) = H(¢ * f) = Hf and that the convolution is linear. Hence (9.2) imply

Hf () = HF()=[HS,(X) — ¢gm ()] +[ pxgm(x) — p+H f ()= (A(x)+] g (x) — Hf(X)]

and letting X(x) = MX) + [gm(X) — Hf(x)] the first bound in (9.1) allows us to replace (9.2) by

H7,(x) - Hf(x):q’)*;l(x) for x € (@, e) for some |1(x)| < 2¢ for x € (a, €) (9.5)

To replace (9.3) we use the second bound in (9.1) and the fact that Ru(sg,ag) = Jrf(y)dy =
Jrf(y)dy to obtain

|[ o/ 0y = [ fdyl < 2e (9.6)

Now we use (9.5) and (9.6) to prove (9.4). Recalling the definition of hy and hy , (with the
corresponding substitutions in formula (4.1)) we have

A

h h -H
s =l < 1IfRf )y - fRf<y>dyl+| pv. [ f f(y) Ji-ya

IA

(9.7

e /KY) ~
and we are left to bound | P f- \/1 = Y2 et us write V! ~ Y= V1 — X*+x(y, x)
with KO- %) = ({1 =32 = V1 )’then

f—¢ /l(y) / Vdy| < ml f¢*/l(y) |

(9.8)

1
Hop. 12 i (y):«x Wy

9.9

Inverse Probl. Author manuscript; available in PMC 2010 July 6.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Courdurier et al.

¢*G(Y)
L —p.V S

In order to bound (9.9) we observe that supyeg g | * X(y)| < supye(a,e)|7~»(y)| < 2g, that

K(y X)
SUPyeiaandaall 1= €15 and that (7.¢) C (-1, 1), hence
1 z 4
o JE 2 oyt < 218
T y—Xx

In order to bound the right hand side of (9.8) let us define G :R — R as
G) = { A(x) for x € (a,e)=(a — 6, e+6)

0 otherwise

We have the following; properties for G,

&G (x)=¢*A(x) for x € (a,e)

sup|p*G(x)| < 2e

xeR

supp (¢+G) C (—1,1)

[H(¢+G)](x)=[ (He)+G1(x)

Page 24

(9.10)

(9.11)

(9.12)

(9.13)

(9.14)

Since ¢ € C;’(R) we have that Hp € C*°(R) and H¢$(x) — 0 as [x| — o0. Hence supyer |
H¢(x)] =: Co < 00 and C, depends only on ¢. With (9.12), (9.13) and (9.14) this implies

[H(@+G)(0I=IH$*G()] < C2 [|GO)Idy= < 4Ce.

For x € (a, ) we use (9.12) to compute directly that

dy—

auE y — x f( l_)U(el)ly x|

And using (9.11) and inequalities (9.15), (9.16) we conclude that for x € (a@,e)

¢*G(_Y)

A

e 7 ¢+A()
1- X2|,lrp-v-f5y_—xd)’| = |H(¢*G)()C) ‘P V. f( LauE,1) J’|

IA

& [4Co+2 (In(ELy+in())|

Finally, putting together (9.7), (9.10) and (9.17) we conclude that for x € (g, &)
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— - 2e 4C 2 +1 1 -
) - )] < —+E4e |4+ (ln( T )n(= x))
T ! Vs X—a e—X ) (918)
2+4C, 2 b+1 1-¢
Let =~ T |*C2t, [ln(— ~ 5)+ln(g_ E)JJ, defining & = C,, which is proportional to &.
— 1 (2+4Cy 2 x+1 1-x
Let E0=5 +[4Cot— (In(T—)+In(z—) } which is continuous in (a, &) with 0

<

v/
E(x) < 1 for x € (b,c). Then (9.18) corresponds exactly to

7 (%) = hy ()] < ZE(). (9.19)
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Figure 2.1.

Sequence of conformal maps from Q to the upper half plane. The images of D correspond to
the dark solid line. The images of 9Q \ D correspond to the thin solid line. The images of the
interval (a, ¢) C Q correspond to the dark dotted line.
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source

Figure 3.1.
Typical data acquisition setting in X-ray CT. The source and detectors rotate around the
patient. The shadowed region represents the FOV.
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Figure 3.2.
a) Not all line integrals are measured, but p(x) can be reconstructed in the shadowed region,

b) The attenuation p(x) is uniquely determined in the shadowed region
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b)

. FOV

Figure 4.1.

a) The attenuation function is known a priori in the region A. b) In reduction to 1D, the
region A correspond to the interval (b, c) therefore f(t) is known in that interval The FOV
correspond to the interval (a, e) therefore Hf(t) can be computed from the measured data
inside the interval (a, e).
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b)

-. Fov

Figure 4.2.
a) The attenuation function is known a priori in the region A. b) In reduction to 1D, region A

corresponds to the intervals (b, c) U (d, e).
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Figure 4.3.
Relevant intervals after smoothing.
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Figure 5.1.

Description of the numerical experiment, a) The rectangular FOV is completely contained in
the Shepp-Logan phantom, b) The attenuation p is known in region A. We use DBP on
horizontal lines L. c) We assume we approximately know the support of the object.
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Figure 5.2.

Left: noiseless reconstruction with only the “tight support” knowledge. The display window
is [0.874,0.926] instead of [0.994,1.046]. Right: reconstruction with noise and “tight
support” knowledge, display window [0.874,0.926]
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Figure 5.3.

Top left: noiseless reconstruction with a priori knowledge in A and “tight support”
knowledge. Top right: reconstruction under noise with knowledge as in top left. Bottom left:
noiseless reconstruction with a priori knowledge in A and “loose support” knowledge.
Bottom right: Reconstruction under noise with knowledge as in bottom left. All
reconstructions displayed on the original phantom display window [0.994,1.046].
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Figure 5.4.
Example of a profile line of the reconstruction, suppl and supp2 correspond to the “tight
support” and “loose support” cases respectively. The first graph is noiseless reconstruction,
the second graph is the profile of noisy reconstruction. With no noise added to the data, the
reconstruction with support 1 is very close to the original phantom, except near the edges;
accordingly, the curves for these two images can only be distinguished near the edges.
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B-F«"OI C-I}’OI D-IROI

SD and Bias.

SD and Bias. “Tight

Only “Tight support” | support” + p known in A
B-ROI | 2.89 x 107% | 0.15 | 3.32x 1072 | 2.09 x 107%*
C-ROT | 3.16 x 107® | 0.10 | 3.21 x 1072 | 3.74 x 107%*
D-ROI | 295 x107% | 0.15 |3.30 x 1072 | 3.58 x 107%*

Figure 5.5.

SD shows the standard deviation of the noisy reconstruction with respect to the noiseless
reconstruction. Bias shows the average bias of the noise-less reconstruction compared to the
original phantom. The size of each R()l is 0.4 x 0.2.
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