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Abstract
A multi-angle lensfree holographic imaging platform that can accurately characterize both the axial
and lateral positions of cells located within multi-layered micro-channels is introduced. In this
platform, lensfree digital holograms of the micro-objects on the chip are recorded at different
illumination angles using partially coherent illumination. These digital holograms start to shift
laterally on the sensor plane as the illumination angle of the source is tilted. Since the exact amount
of this lateral shift of each object hologram can be calculated with an accuracy that beats the
diffraction limit of light, the height of each cell from the substrate can be determined over a large
field of view without the use of any lenses. We demonstrate the proof of concept of this multi-angle
lensless imaging platform by using light emitting diodes to characterize various sized microparticles
located on a chip with sub-micron axial and lateral localization over ~60 mm2 field of view.
Furthermore, we successfully apply this lensless imaging approach to simultaneously characterize
blood samples located at multi-layered micro-channels in terms of the counts, individual thicknesses
and the volumes of the cells at each layer. Because this platform does not require any lenses, lasers
or other bulky optical/mechanical components, it provides a compact and high-throughput alternative
to conventional approaches for cytometry and diagnostics applications involving lab on a chip
systems.

1. Introduction
The rapid progress in micro and nano-technologies significantly improved our capabilities to
handle, process and characterize cells in a high-throughput and cost-effective manner that was
not possible a decade ago [1–7]. This recent progress made lab on a chip systems extremely
powerful with various applications in bioengineering and medicine. On the other hand, an
essential component of most lab on a chip systems involves optical detection, frequently in the
form of microscopy, which unfortunately does not entirely match with the miniaturized and
cost-effective format of lab on a chip devices. Therefore, there is still a significant need to
further improve the simplicity, compactness and cost-effectiveness of optical imaging to make
the most out of existing lab on a chip based cell assays.

To meet this demanding need and bring simplification and compactness to on-chip cell
microscopy, one important route to consider is digital holographic imaging [8,9]. Quite
importantly, over the last few years we have also experienced numerous new holographic
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microscope designs to advance various aspects of conventional microscopy making digital
holography an important tool especially for biomedical research [10–26].

In this manuscript, along the same direction, we introduce a multi-angle lensfree digital
holography platform that can measure, with sub-micron accuracy, both the axial and the lateral
position of any given cell/particle within an imaging field of view (FOV) of 20–60 mm2. The
key to this high-throughput and accurate performance in a lensfree configuration is the use of
multiple angles of illumination combined with a novel digital processing scheme.

Unlike conventional lensless in-line holography approaches, here we utilize a spatially
incoherent light source emanating from a large aperture (e.g., D ~50–100µm) with a unit fringe
magnification, which enables an imaging field of view that is equivalent to the sensor chip
active area [24–26]. In our hologram recording geometry, due to the use of an incoherent source
and a large aperture size, the spatial coherence diameter at the sample plane is much smaller
than the imaging field of view, but on the other hand is sufficiently large to record holograms
of each cell/particle individually. Under this condition, the vertical illumination creates lensless
in-line holograms of the cells on the sensor chip. To get more insight on holographic image
reconstruction using an incoherent source emanating from a large aperture the reader can refer
to references 25 and 26 which report various micro-objects’ reconstructed images under
vertical illumination condition.

These digitally sampled cell holograms start to shift laterally on the sensor plane as the
illumination angle of the source is tilted – for instance the cells at higher heights will shift
laterally more than the cells located at lower heights (see e.g., Fig. 1(a)). In the presented
approach, the exact amount of this lateral shift of each lensfree cell hologram is calculated with
an accuracy that beats the diffraction limit of light and therefore, by quantifying the amount
of this lateral shift on the sensor array as a function of the illumination angle, we can determine
the height of each cell from the substrate over a large field of view without the use of any lenses.
Such an accurate depth resolving capability when combined with the wide field of view of the
presented approach may especially be significant for monitoring multi-layered microfluidic
devices to improve the imaging throughput or for conducting micro-array imaging experiments
to quantify e.g., on-chip DNA hybridization over a large field of view [27].

When compared to lens-based or coherent holographic imaging approaches [28–30] that also
have a high localization accuracy, the overall hardware complexity of this multi-angle lensfree
imaging platform is considerably simplified. First, there is no use of lenses or any other
wavefront shaping elements involved in the presented approach. In addition, the source
requirement is also greatly simplified permitting the use of spatially incoherent light sources
that are emitting through rather large apertures. By using a fringe magnification that is close
to unity [24–26], over a few cm’s of free space propagation (e.g., over a distance of L), a
spatially filtered incoherent source (regardless of its propagation angle) picks up partial spatial
coherence that is sufficient to create individual holograms of each cell on the active area of the
sensor. For the experiments to be reported in this manuscript the spatial coherence diameter
(Dcoh ∝ Lλ/D) at the sample plane was controlled to be >400λ which was significantly larger
than the object size. In our recording geometry, as another important advantage, the speckle
noise and the multiple reflection interference noise are much weaker [13,25,26]. Further,
because of the limited spatial coherence at the object plane, the coherent cross-talk among
different cells of the same sample solution is significantly reduced, which is especially
important for imaging of a highly dense cell solution such as whole blood samples. In other
words, the scattered waves from each cell’s body cannot effectively interfere with the scattered
fields of other cells located roughly outside of the coherence diameter which is advantageous
since such cross-interference terms are considered to be noise as far as holography is concerned.
Another advantage of using incoherent illumination through large apertures is that mechanical
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alignment requirements are significantly relaxed which makes it simpler and cost-effective to
manufacture, align and operate without the need for light coupling optics and a micro-
mechanical alignment interface between the source and the large aperture.

Overall, we believe that this incoherent multi-angle cell imaging platform should provide a
simple and compact platform to conduct high-throughput cell analysis over a large FOV within
multi-layered micro-channels, making it especially suitable for lab on a chip systems in cell
biology and medicine.

2. Depth resolved imaging using multi-angle lensless holography
The details of the depth resolved imaging process using multi-angle lensfree holography is
summarized in Fig. 2. After the capture of the multi-angle lensfree holographic images of the
sample volume as illustrated in Fig. 1(a), each one of these raw holograms is then processed
using an iterative twin image elimination and phase recovery technique [25,26,31,32], which
can reconstruct amplitude and phase images of different cross sections of the sample volume.
As a result of this numerical reconstruction process, we can distinguish overlapping lensfree
holograms of the cells from each other, and therefore increase the density of the cells that we
can work with.

Before calculating the 3D location of each micro-object within the sample volume of interest,
the coarse locations and the types of the objects need to be identified in each lensfree image.
For this purpose, automated pattern matching algorithms [24] are used to identify the target
objects within each lensfree image yielding the relative x–y coordinates of each object of
interest. Repeating this automated identification step using statistical image libraries of
different target cells, this platform digitally sorts out a heterogeneous cell mixture according
to their cell types [24]. This initial screening step ensures that the depth calculations can be
limited to only the cells of interest and the rest of the undesired micro-objects can simply be
ignored. For this purpose the raw holograms and/or the reconstructed amplitude images of the
cells can be used as long as the individual patterns are not severely overlapping.

Following this pre-screening process, imaginary rays (with a finite cross-section for each ray)
are digitally formed by connecting the light source position to the rough x–y coordinate of the
shadow or the reconstructed image of each target cell within the imaging field of view (see
Fig. 1(b)). These solid rays, which are calculated for all the illumination angles (including the
vertical one), are then combined to find their intersection points in 3D, where the total count
of the intersecting rays at any given point is also recorded. To provide a rough estimate for the
position of each target cell type within the 3D sample volume, a threshold is applied to this
ray count – for instance under 5 different illumination angles a ray threshold of 3 implies that
at least 3 rays can define a positive count towards a target cell type. More discussion on the
effect of this threshold factor on characterization accuracy is provided in the Discussion
Section. The localization accuracy of this initial interception algorithm is determined by the
cross-sectional width of the rays that are used for back-projection of each shadow (Fig. 1(b)),
and is practically on the order of ~5 µm. To achieve a much better depth accuracy (<1 µm) for
each target micro-object within the sample volume, an additional calculation step is required,
which will be discussed next.

At the end of the above discussed calculation step, for each one of the intersection points (that
have a sufficient ray count above the threshold), all the shadows of the same cell at different
illumination angles become digitally connected to each other. In some cases, if there is severe
overlap between different shadows, some of these lensfree multi-angle images cannot be used.
This, however, does not pose a limitation for our depth localization algorithm since 2
independent angles in principle would be sufficient to localize the depth of the micro-object
with submicron accuracy, i.e., there is redundancy in the system to better handle dense cell
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solutions. This also implies that for a less dense solution of interest, fewer angles (for instance
2–3) would also be sufficient. More discussion on the effect of the cell density on
characterization accuracy is provided in the Discussion Sections.

Following these initial steps, the fine axial position of each target object needs to be calculated
all across the sample volume. Considering the fact that there is no fringe magnification or a
lens involved in the presented approach and that the pixel size at the sensor chip is relatively
large (i.e., a few microns), this task seems rather challenging. The key to achieve sub-micron
depth localization accuracy over a large field of view is to accurately calculate the lateral shift
of each one of the multi-angle shadows/holograms corresponding to the same cell. Since the
earlier numerical steps already connected the multi-angle holograms of the same cell to each
other, all one needs to do next is to accurately calculate the lateral shift amount of the cell
hologram as a function of the illumination angle. This step involves calculation of the centroid
location of each cell with an accuracy that is much better than the diffraction limit of light. The
difference between the centroid locations of at least 2 shadows acquired under different
illumination angles is sufficient to accurately estimate the relative heights of all the cells within
the sample volume. Next, we will discuss the details of these centroid calculations for each
acquired cell shadow.

Centroid calculations for lensfree depth localization of cells on a chip
Accuracy of depth localization is achieved by calculating the centroid location of each cell’s
shadow/hologram, and determining the relative shift of the centroid position of the same cell
as a function of the illumination angle. For this approach to work effectively, the cell holograms
should exhibit minimum amount of overlap such that their centroid calculations remain
accurate. While dealing with high cell densities (such as >10,000 cells/µL) there are two factors
that help us maintain a good depth localization accuracy: (1) The amplitude reconstruction
process enables resolving highly overlapping cell shadows from each other. This permits digital
removal of the undesired effects of the other cell shadows on the centroid calculation of each
target cell type. And (2) there is redundancy in the measurements such that if one illumination
angle produces an overlap for certain cell shadows (which cannot be fully resolved by the
amplitude reconstruction process), then the other illumination angles can still remain free from
overlaps. All one needs is 2 independent illumination angles where the centroid of the same
cell shadow can be calculated accurately for achieving depth localization.

Assuming that Iij represents the cell hologram or its reconstructed amplitude image, and (i, j)
denotes the pixel numbers, initially we subtract a linearly fitted background image (IBij) from
Iij such that pij ≡ Iij − IBij is calculated. This background profile (IBij) is automatically calculated
for each illumination angle through linear regression analysis of Iij. Specifically, for each
illumination angle, the background profile (IBij) is evaluated by fitting the edge pixels of the
region of interest (ROI) with a linear 2D function. The pixel values of the background profile
within the whole ROI are then replaced with the values generated by the fitted 2D function.
This process serves to minimize the undesired effects of (1) non-uniform illumination of the
sample volume and (2) the surface curvature and/or tilt of the substrates on the depth
localization accuracy of the cells. This is crucial especially for achieving accurate depth
localization over a large FOV as illustrated in Fig. 3. Following this background subtraction
step, the centroid coordinates (xc, yc) of each cell are calculated as:
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(1)

where is the square of the subtracted intensity.

For each target cell within the imaging field of view, the choice of the region of interest (ROI)
to define Iij is made through a fast iterative algorithm such that the centroid coordinates (xc,
yc) eventually match with the geometric center of the ROI for each cell signature. At each step
of this iterative algorithm, the center of the ROI was shifted to the position of the calculated
centroid and the same centroid calculation was repeated until their positions matched with each
other.

After the calculation of all the centroid coordinates of a target cell type under different
illumination angles, the lateral shift of each cell’s signature was calculated by taking the
difference of the centroid coordinates. This lateral shift was then transferred into a projected
height with a known oblique illumination angle, where the angle was already calibrated by a
glass substrate with a measured thickness. Due to the non-uniformity of the illumination light
and the surface curvature and/or tilt of the substrates, these projected height values needed to
be further corrected by a quadratic surface fitting. The same process was performed separately
with all the oblique illumination angles, and then these corrected height values from different
angles were averaged to accurately determine the axial position (i.e., the z coordinate) of each
cell within the sample volume. As for the lateral location (i.e., the x–y coordinates), the centroid
coordinates calculated on the lensfree image with the vertical illumination was used without
further modification. The reader can refer to the Appendix for further details.

3. Experimental results
To validate the depth resolving performance of our multi-angle holographic imaging platform
over a large field of view of ~60 mm2, we conducted an experiment with a mixture of 5, 10
and 20 µm diameter polystyrene beads (Monosized microsphere size standards, Thermo
Scientific) suspended in DI water. The micro-particle suspension liquid was dispensed on a
0.5 mm thick glass substrate and covered by a No.1 glass cover slip (~150 µm thick) as shown
in Fig. 3(m). To quantify the accuracy of our axial localization results over the entire imaging
area of the sensor, before being imaged, the samples were kept still for >10 minutes, allowing
the suspended micro-particles to fully settle on the substrates. This ensured that the recovered
height (i.e., the axial position) of the particles can be related to the well-controlled radii of the
micro-particles, enabling cross validation of our results. During this settlement time period,
holograms of the samples were periodically recorded using the vertical illumination to track
the trajectories of individual particles. These trajectories were then analyzed to ensure that the
displacement had decreased to a stable level (below the Brownian motion limit).

To record the digital holograms of the micro particles distributed over ~60 mm2 field-of-view
and their lateral shifts as a function of the illumination angle, three optical fibers with a core
diameter of D = 50 µm each were utilized to illuminate the sample placed on the bare surface
of a CCD image sensor chip with a pixel size of 5.4 µm (KAF-8300, Kodak). The protective
glass of the sensor chip has been removed to minimize the distance between the sample and
the sensor surface and maximize signal-to-noise ratio of the lensfree holograms. The fibers are
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individually butt-coupled to three cyan light-emitting diodes (LEDs, LXHL-LE3C, Luxeon)
and their tips are placed approximately 6 cm away from the sample to provide one vertical and
two other tilted illuminations with (ϕ= 0°; θ = 45°) and (ϕ = 180°; θ = 45°) as illustrated in Fig.
1. The center wavelength (λ) of the LEDs is 505 nm and the FWHM spectral width is ~30 nm.

Note that this fiber with a core diameter of D = 50 µm introduces partial spatial coherence
before its exit aperture. However, this is not a requirement for the presented approach, since
the distance between fiber-end and the object plane (L~6 cm) is sufficiently large to create a
coherence diameter (Dcoh ∝ Lλ/D) that is significantly wider than the micro-object diameter
(<50λ for all objects reported in this manuscript) for recording of their holograms individually.
We further validated this by using an LED that is directly butt-coupled to a pinhole (D = 0.1
mm) to effectively record similar holograms. Therefore, the fiber length and the degree of
spatial coherence that the light picks up within the fiber is not of crucial importance in this
study as the spatial coherence at the sample plane is sufficiently large even for a completely
spatially incoherent source that is filtered by a similar aperture size of 0.05–0.1 mm.

Lensfree height characterization results of these particles are summarized in Fig. 3. Figures 3
(a–c) illustrate the raw lensfree holograms that are captured under each illumination angle over
an imaging FOV of >1 cm2. Smaller Figs. 3(d–l) focus on the individual holographic signatures,
digitally taken from Figs. 3(a–c); and the reconstructed amplitude images (created by iterative
holographic reconstruction [25,26]) of these representative particle holograms are also shown
under different illumination conditions. As expected, in these figures the raw holograms of the
tilted illumination conditions show an elongated texture, parallel to the tilt direction. Based on
digital processing of these multi-angle lensfree holograms as described in the previous section,
we recovered the height distribution of the micro-particles from the substrate surface as
illustrated in Fig. 3(n), where for convenience the relative height of the substrate surface is
assumed to be 0 µm (the physical size and the height of the particles are coded by each spot
size and the colormap, respectively). Figure 3(o) also reports the height histogram calculated
from Fig. 3(n), which clearly resolves 3 different particle types from each other based on their
relative heights (i.e., radii). For 20 µm and 10 µm particles our results estimate the mean height
of these particles from the substrate surface as 9.83 µm and 5.06 µm, with a standard deviation
of 0.32 µm and 0.37 µm, respectively, whereas for the smaller particle (5 µm diameter), the
mean height from the surface was estimated to be 2.47 µm with a standard deviation of 0.97
µm. These results are in close agreement with the height values that one would expect from
the radii of these particles, i.e., 10 µm, 5 µm and 2.5 µm, respectively. One could attribute the
differences between our characterization results (9.83, 5.06 and 2.47 µm) and the known radii
of the particles (10, 5 and 2.5 µm) to the unavoidable surface curvature of the substrate over
the large imaging field of view (~60 mm2) and to the standard deviation of the particle radii,
which is reported by the manufacturer (Thermo Scientific) to be ± 1% for each particle type.
The relatively worse performance (with a standard deviation of 0.97 µm) of the smaller sized
particle (5 µm) is related to a reduced hologram signal-to-noise ratio (SNR) (refer to the
individual hologram signatures and the SNR values that are provided in Fig. 3(d–l)). This is
also a topic that we will also address in the Discussion Section.

We further validated our multi-angle lensless holography approach by imaging a two-layered
micro-channel containing red blood cells (RBCs) (see Fig. 4(f)). Whole blood samples were
mixed with the anticoagulant EDTA at a ratio of 2 mg of EDTA per ml of blood (EDTA tubes,
BD). The blood was kept still for ~20 minutes until the RBCs settled. After sedimentation,
RBCs were extracted from the bottom of the sediment and diluted with cell culture medium
(RPMI 1640, Invitrogen) to a concentration of ~15,000 cells/µL. A small number of
polystyrene microbeads with a diameter of 20 µm were then added to the suspension (~40
beads/µL), serving as mechanical spacers in the multi-layer structure shown in Fig. 4(f).
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The holograms of the cells were recorded by placing the samples directly on the image sensor
chip as shown in Fig. 4(f). A CMOS image sensor with a pixel size of 2.2 µm and an active
area of 24.4 mm2 (MT9P031, Aptina) was used for imaging the RBC suspension sample. After
settlement for >10 minutes, the samples were illuminated from different angles sequentially
and the lensfree holograms with different illumination angles were recorded separately as
illustrated in Fig. 1. Alternatively, this image acquisition process could also be done in parallel
by turning all the multi-angle sources on at the same time rather than sequentially. However
the overall density of cells that can be imaged with parallel illumination is lower than sequential
imaging, which is further quantified in the Discussion Section (Figs. 7–8).

To generate these lensfree cell holograms with different illumination angles, five optical fibers
with a core diameter of 50 µm each were mounted with their tips approximately 6 cm away
from the samples. Except the vertical illumination case, the illumination angles were 0°, 90°,
180° and 270° azimuthally and the polar angles were all 45° from the normal direction of the
imaging plane, as shown in Fig. 1. The fibers are connected to a Xenon lamp (6258, Newport
Corp.) filtered by a monochromator (Cornerstone T260, Newport Corp.), where the central
wavelength of the monochromator was set to ~500 nm and the FWHM spectral width was ~10
nm.

By processing all these raw holograms acquired at different illumination angles as discussed
in the previous section, we recovered the height distribution of the RBCs located at both of the
vertical channels as illustrated in Fig. 4(g). Figure 4(h) also shows the histogram of the cell
heights over the entire field of view, which exhibits a double peaked behavior, as expected,
resolving the 2 vertical micro-channels. Because the cells were permitted to sediment on the
surface of each micro-layer, we obtained a very narrow height distribution at each channel as
a result of our fine depth resolving power. For the upper micro-channel, the standard deviation
of the cell height (2.4 µm) is larger than the lower channel one (1.5 µm), which is due to the
surface curvature of the spacer glass. In other words, because the spacer glass between the
vertical channels is much thinner than the substrate of the bottom layer, it exhibits a
significantly larger surface curvature over the imaging field of view which increased the height
variations as observed in the upper channel cell height histogram (Fig. 4(h)). Meanwhile, for
the lower channel, the substrate was chosen to be >0.5 mm thick and therefore the cell height
histogram showed a much better accuracy with a standard deviation of 1.5 µm in relative height
of the cells.

Once the axial and lateral locations of the cells are accurately determined within this multi-
layered structure (Fig. 4(f)), we can also characterize other properties of the cells in 3D such
as the thickness or the volume of each cell. Figures 5(a) and 5(c) report the thickness and the
volume maps, respectively, of each one of the red blood cells that are characterized in Fig. 4.
In these figures the colormaps code the measured thickness (µm) and volume (fL) of each cell.
Figure 5(b) and 5(d) also plot the thickness and volume histograms of the red blood cells at
each vertical channel, which predict a mean RBC thickness of 1.74 µm and 1.68 µm for the
bottom and top channels, respectively; and a mean RBC volume of 95.7 fL and 91.1 fL for the
bottom and top channels, respectively. These results are in good agreement with standard
values of healthy red blood cells, further validating our results [33]. The computation time
required to generate the presented results in Figs. 4 and 5 is ~30 minutes on a 2.2 GHz Opteron
CPU. However, this computation time can be significantly reduced by further optimizing the
code and performing the tasks on a graphic processing unit (GPU) since most computations in
this technique can be highly parallelized [26].

The key to estimate each cell’s thickness and volume properties individually over the entire
imaging FOV is the iterative twin image elimination algorithm that permits digital
reconstruction of the phase and amplitude images of each cell from its lensfree hologram
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[25,26,31,32]. To relate the recovered optical phase of each cell to a physical thickness, we
assumed that red blood cells are phase only objects with an average refractive index of 1.40 in
a solution with refractive index 1.33 [34]. Under these assumptions the thickness of the RBC
is directly proportional to its phase recovered from the iterative twin-image elimination
algorithm. The areas of the cells were estimated by a simple global thresholding of the
recovered phase images, and the volume of each cell was estimated by the product of its
thickness and area. These imaging results are quite important as they enable lensfree on-chip
characterization of a 3D distribution of cells over a much larger volume than a regular
microscope could enable (note that the lateral scale bars and grid size in Figs. 4(g), 5(a) and 5
(c) are all 1 mm).

For the experiments reported in Figs. 4–5, the cell density at each layer was ~15,000 cells/µL.
To achieve the reported depth accuracy in 3D for such a high concentration of cells, we made
use of two key factors: (1) we used 5 illumination angles (see Fig. 4) which reduced the
likelihood of the events where all the shadows corresponding to a single cell were overlapping
with other cells for all the illumination angles. And (2) the image reconstruction process
enabled resolving densely packed cell shadows from each other. A good example of the success
of this digital reconstruction process is illustrated in Fig. 6, where 3 red blood cells from the
top micro-channel overlap at the sensor plane with the holograms of 3 different red blood cells
located at the bottom micro-channel (refer to the holograms within the white dashed rectangle
of Fig. 6(a) which correspond to these 6 RBCs at both layers). Figure 6(b) and 6(c) illustrate
the reconstructed amplitude images at the bottom and top channel surfaces, respectively. Figure
6(d) also illustrates the digital reconstruction results at an intermediate plane between the
bottom and the top micro-channels. To independently confirm our reconstruction results, two
microscope images of the bottom and top micro-channels (corresponding to the same FOV as
in Fig. 6(a)) are also provided in Figs. 6(e) and (f), respectively. Here we would like to also
emphasize that the lensfree holographic image and its reconstructions that are reported in Figs.
6(a–d) are digitally taken from a much larger field of view shown in Fig. 4(a), which illustrates
~2 orders of magnitude increased FOV of our approach when compared to conventional optical
microscope images (Figs. 6(e–f)).

4. Discussion
The holographic shadow of a cell has a 2D texture that contains both the phase and amplitude
of the scattered fields. This information, when sampled by a dense array of 2D detectors,
permits digital recognition of the cell type, and it also enables digital reconstruction of
microscopic images of the same cells through e.g., iterative phase recovery algorithms [24–
26,31,32] as illustrated in the Results Section. In the presented multi-angle lensfree holography
approach, since the fringe magnification is unity, the effective numerical aperture with existing
sensor arrays is limited to ≤0.2 which results in a poor axial position accuracy. As a result of
this, the holographic signatures of two cells that are vertically separated by <50–100 µm do
not have sufficient information to reliably tell apart their axial positions. To solve this issue,
we devised the use of multiple angles of illumination as depicted in Fig. 1(a). Under vertical
lensfree illumination, each cell casts a 2D shadow on the sensor array. This holographic
shadow, however, shifts laterally by a certain distance once the angle of illumination is tilted.
The lateral shift amount on the sensor array is directly related to the relative height of the cell
within the sample. And a key observation is that the centroid (x–y) location of each cell under
any given illumination condition can be determined with an accuracy that beats the diffraction
limit of light. The accuracy of this centroid calculation (which is detailed in the Appendix) is
only limited by detection signal to noise ratio, and can easily achieve sub-micron localization
accuracy.
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Besides the accuracy of cell/particle localization, another important parameter that needs more
discussion is the characterization error rate (i.e., the overall percentage of false positives and
missed cells within the sample volume), which surely is dependent on the density of the objects
to be imaged. To better investigate and quantify this dependence, we have performed numerical
simulations, the results of which are summarized in Figs. 7–8 and Supplementary Fig. S1, Fig.
S2, and Fig. S3. In these simulations, we report the density of cells in terms of the density of
shadows that they create at the sensor plane under the vertical illumination. Therefore, this
density of shadows at the sensor plane is equivalent to the number of independent micro-
objects to be imaged per frame, which is a direct measure of the throughput of imaging.

According to our simulation results, as the density of shadows at the sensor chip increases, the
overlap probability among cell shadows also increases as illustrated in Fig. 7. However, as one
would expect, sequential imaging with different illumination angles copes much better with
increasing shadow density when compared to parallel (i.e., simultaneous) imaging with all the
angles (see Fig. 7). The cost of this improvement that comes with sequential lensfree imaging
is a reduction in the speed of data capture since more frames need to be captured to characterize
the same volume of interest.

Overlapping shadows at the sensor plane also cause missed (i.e., un-identified) objects as well
as false characterized (i.e., false positive) objects. To better understand this error process, Fig.
8 quantifies the performance of our algorithm for such characterization errors as a function of
the shadow density at the sensor chip. Accordingly, Figs. 8(a) and 8(b) quantify the True
Positive Rate and the False Positive Rate of our algorithm as a function of the shadow density,
respectively; and Fig. 8(c) summarizes the Total Error Rate (in %) which combines both the
missed and the false characterized target objects in its results. These figures are calculated for
5 angles of illumination and a ray threshold of 3 was used to make a depth characterization
decision. Figure 8(c) concludes that for the same total number of cells to be imaged per FOV
(such that for achieving the same characterization throughput) utilizing 3 or 4 vertical micro-
channels performs roughly the same in terms of their characterization error rate, whereas 2
vertical micro-channels (although performing much better than a single channel having all the
cells) perform worse than either 3 or 4 vertical channels. The same conclusion is also
summarized in Fig. 8(d) in a different format: for a total error rate of 5% (which includes both
the missed cells and the false positives) a 3 or 4 layered microfluidic device will have roughly
the same level of maximum permitted shadow density at the sensor plane, whereas 2 vertical
channels can accept a smaller shadow density implying a reduced throughput of imaging.

Another way of restating this last conclusion is that for characterization of a certain number of
cells per FOV, distributing these cells over 3 or 4 vertical channels would perform much better
than a single or 2 layered micro-device in terms of the total error rate. More detailed
investigation of the behavior of 2, 3 and 4 vertical channels for handling increasing shadow
densities (i.e., increasing throughput) as a function of the number of illumination angles and
ray threshold factor is provided in Supplementary Figures. S1, S2, and S3, respectively. These
detailed Supplementary Figures also support the conclusions of Fig. 8, and further shed light
on the choice of the optimum conditions for a given number of illumination angles to achieve
a desired imaging throughput at an acceptable characterization error rate.

Based on the above discussion we can conclude that the presented multi-angle holographic
imaging platform can achieve a much higher throughput using multi-layered micro-fluidic
devices. The compactness and increased throughput of this platform could greatly benefit
point-of-care cytometry and diagnostics applications, where within a simple multi-layered
micro-fluidic device, sample fluids from multiple patients can be simultaneously processed
and characterized in isolated vertical channels without the risk of cross-contamination.
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5. Conclusions
In conclusion, we have introduced a multi-angle lensfree holographic imaging platform that
can accurately characterize both the axial and lateral positions of cells and micro-particles
located within multi-layered micro-channels. We have demonstrated a depth localization
accuracy of ~300–400 nm, which is limited by detection noise, over ~60 mm2 field of view by
utilizing three LEDs illuminating various sized microparticles located on a chip from one
vertical and two oblique angles. Furthermore, we successfully applied this lensless multi-angle
imaging approach to simultaneously characterize whole blood samples located at multi-layered
micro-channels in terms of the counts, individual thicknesses and the volumes of the cells at
each layer. Because this multi-angle on-chip holography platform does not require any lenses,
lasers or other bulky optical/mechanical components, it provides a high-throughput alternative
to conventional approaches for cytometry and diagnostics applications involving lab on a chip
systems.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Appendix - Analysis of the Depth Localization Accuracy
The accuracy of the centroid-based localization method described in the previous sections has
two fundamental limiting factors in a lensfree holographic configuration: the detection noise
and the pixelation error. Brownian motion of particles is a key factor only when the micro-
objects are suspended in the liquid, which can then be handled by reducing the integration time
at the sensor chip or by using simultaneous multi-angle imaging where all the illumination
angles are used at the same time. Once the micro-objects settle on the substrate surface, the
friction between the objects and the surface provides enough anchoring force to significantly
limit the Brownian motion.

In this section, we will derive the governing theory to quantify the effects of the detection noise
and the pixelation error on the accuracy of our depth localization calculations. Next we start
with the quantification of the detection noise.

The effect of the detection noise on the calculation of the centroid coordinates of the particles
under the vertical illumination can be analyzed by quantifying the error propagation from the
noise at individual pixels to the centroid calculations [35,36]. Following the same notation
presented in Section 2, the centroid coordinates of a particle shadow created by the vertical
illumination can be re-written as:
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(2)

where ux ≡ ∑ij xij nij, uy ≡ ∑ij yij nij, and v ≡ ∑ij nij.

By using the law of error propagation, the variance of xc and yc ( , respectively) can
then be evaluated as:

(3)

where  is the variance of ux,  is the variance of uy,

 is the variance of v, Suvx ≡ 〈ux v〉 − 〈ux〉 〈v〉 is the covariance of ux and v,
Suvy ≡ 〈uy v〉 − 〈uy〉 〈v〉 is the covariance of uy and v; and 〈〉 denotes the expectation operator.
With these definitions of ux, uy, and v, their variance and covariance can be expressed as:

(4)

where  is the variance of nij and Sijkl ≡ 〈(nij − 〈nij〉) (nkl − 〈 nkl〉) 〉 is the
covariance of nij at two pixels. Since the noise on individual pixels can be assumed to be
uncorrelated, Sijkl can be dropped and the variance of the centroid coordinates, xc and yc, (under
the vertical illumination) can be simplified as:

(5)

where

.
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Since the detection noise, without loss of generality, can be assumed to have a probability

density function with normal distribution, the variance of  can be evaluated as:

(6)

where  is the variance of pij. As expected, Eq. (6) predicts that the noise level of  is
not only directly linked to the noise level of pij but also modulated by the 2D profile of pij. In
summary: Eqs. (5) and (6) determine the effect of the detection noise on the accuracy of the
lateral centroid calculations for a measured pattern of Iij under the vertical lensfree
illumination.

The same analysis can also be applied to calculate the variation of the centroid coordinates for
patterns imaged under oblique illumination angles, such that  can also be
quantified in a similar fashion. Given (xco, yco) as the centroid coordinates of an oblique

shadow, and  as the lateral shift along this oblique illumination

angle, then the variance of the lateral shift  and the variance of the projected height

 can be estimated by the law of error propagation as such:

(7)

and

(8)

where dx ≡ (xco − xc), dy ≡ (yco − yc), Sdxdy is the covariance of dx and dy with its value close
to zero, θg is the oblique illumination’s refractive angle within the substrate, and

 are the variances of dx, dy, xc, yc, xco, yco, respectively.

After calculating the variance values of the projected height from all the oblique illumination
angles with Eqs. (7) and (8), the standard deviation of the averaged particle height is estimated
by:

(9)

where na is the number of the oblique illumination angles involved in calculating the particle

height and  is the variance of the projected height for an individual oblique illumination
angle. Therefore Eqs. (5)–(9) quantify the contribution of the detection noise to the final depth
resolution of the proposed multi-angle lensfree holography platform.
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Next we will investigate the impact of the second major source of error in our depth localization
calculations, such that the effect of the pixelation error at the sensor array will now be
quantified. For the vertical lensfree illumination case, the effect of pixelation error on
determining the lateral centroid coordinates of the particle can be estimated by analyzing its
spatial pattern sampled at the sensor array [37]. Assuming that e(x, y) is the 2D continuous
profile of the vertical projection pattern without noise (i.e., it represents the optical intensity
profile of the particle’s holographic shadow on the image sensor before being sampled); and
that fe(x, y) represents the convolution of e(x, y) with a square function whose width is the pixel
size (Δ) of the image sensor, then the centroid coordinates xc and yc of the sampled pattern of
the vertical illumination case can be calculated as:

(10)

where fex(x) ≡ ∫ fe(x, y) dy and fey(y) ≡ ∫ fe(x, y)dx. Assuming that ηx and ηy define the offset of
the centroid position from the center of a pixel along the x and y directions, respectively, then
the centroid coordinate estimation errors δx (ηx) and δy (ηy)can be expressed as [37]:

(11)

where Fex (u) and Fey (v) represent the Fourier transforms of fex(x) and fey(y), respectively; and
Fex′ (u) and Fey′ (v) are the first derivatives of Fex (u) and Fey (v), respectively. Without loss
of generality, we can confidently assume that ηx and ηy are both uniformly distributed between
−Δ/2 and Δ/2. Accordingly, the standard deviation of the 2D localization errors arising from
pixelation noise can be calculated as such:

(12)

Eq. (12) quantifies the impact of pixelation error on the accuracy of the lateral centroid
coordinate calculations for a pattern measured under the vertical lensfree illumination. The
same procedures that we discussed above for the detection noise analysis can also be used to
calculate the variances of the centroid coordinates for all the oblique illumination angles due
to pixelation error. After calculating the variances of all illumination angles, the height
deviation contributed by pixelation error can then be evaluated the same way as the height
deviation due to the detection noise was calculated above (refer to Eqs. (7)–(9)).
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To better quantify the nature of the detection noise in our set-up, we experimentally
characterized the noise statistics of one of our sensors (Kodak, CCD KAF-8300) under the
same illumination conditions that we reported in the Experimental Results Section (Fig. 3). In
these characterization experiments, our goal was to estimate the relative strengths of different
noise terms in our experimental set-up to permit an accurate comparison of our results against
the theoretical limits. Toward this end, Fig. A1 reports the variance values of the pixels of the
sensor chip measured with different integration times as a function of the illumination intensity.
To quantify the individual contributions of different noise processes, we used a noise model
given by:

(13)

where I is the mean value of the measured pixels;  is the variance of the pixel values; t is the
integration time; a2 a1, at, and a0 a are the parameters for Relative Intensity Noise (RIN), Shot
Noise (SN), Dark Leakage Noise (DLN), and Readout Noise (RN), respectively. Multi-
variable fitting results showed that the detection noise at the sensor chip was mostly dominated
by RIN and SN (see the Fig. A1 for the decomposition of the noise terms as a function of the
illumination intensity). These results enabled us to assess the relative magnitudes of different
detection noise terms and their total contribution to the localization error in our lensfree
measurements.

After these characterization steps, using Eqs. (7)–(12) we estimated the individual
contributions of both the detection noise and the pixelation error on the accuracy of our centroid
calculations for the depth localization experiments reported in Fig. 3 (see Tables A1–A2). In
our experiments, since a total distance of ~500–1000 µm has been used between the micro-
objects and the sensor plane, the detected holograms are spread out over at least 6–8 pixels,
which greatly suppressed the pixelation error. Therefore, the relative weight of the pixelation
error on centroid calculation accuracy is much smaller than the detection noise contribution as
also quantified in Tables A1 and A2. The overall lateral localization errors reported in Table
A1 (Sxc,all and Syc,all) are purely based on the vertical lensfree illumination measurements,
while the height localization errors reported in Table A2 are calculated from all the oblique
illumination angles together with the vertical one (see Fig. 3(a–c)).

Table A2 indicates that the level of our experimental characterization accuracy is quite close
to the theoretical limit that is calculated based on the measured noise characteristics of the set-
up. This fairly close comparison between our characterization results and the theoretical values
supports the validity of our error analysis as well as the depth localization algorithm.
Furthermore, the statement that the decreased depth localization accuracy with smaller micro-
objects (as observed in Fig. 3) is due to the decrease of the detection signal-to-noise ratio is
also validated with this comparison reported in Table A1.
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Fig. 1.
The schematic diagram illustrating the principles of multi-angle lensfree holographic imaging.
For each illumination angle, a spatially incoherent source such as a light emitting diode is
filtered by a large aperture (~0.05mm - 0.1mm diameter), which is placed ~6 cm away from
the object plane. Note that unlike conventional in-line holography approaches, the sample plane
is much closer to the detector plane with a vertical distance of ~1mm, such that the entire active
area of the sensor becomes the imaging FOV. (a) The shadow of each cell shifts laterally on
the sensor plane as a function of the illumination angle of the incoherent source, encoding its
axial position. (b) Matching of the cells’ shadows acquired at different illumination angles can
be achieved by forming imaginary rays between each cell shadow and the corresponding
source.
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Fig. 2.
The details of the depth resolved imaging process using multi-angle lensfree holography is
summarized.
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Fig. 3.
The validation of sub-micron localization performance over a large field of view of ~60
mm2. (a–b–c) Lensfree holograms captured with three different illumination angles are
illustrated. (d–e–f) Raw hologram signatures (digitally cropped from the vertical illumination
hologram shown in (a)) and their corresponding reconstructed amplitude images for (d) 5 µm,
(e) 10 µm, and (f) 20 µm microbeads are illustrated. (g–h–i) Raw hologram signatures (digitally
cropped from the oblique illumination hologram shown in (b)) and their corresponding
reconstructed amplitude images for (g) 5 µm, (h) 10 µm, and (i) 20 µm microbeads are
illustrated. (j–k–l) Raw hologram signatures (digitally cropped from the oblique illumination
hologram shown in (c)) and their corresponding reconstructed amplitude images for (j) 5 µm,
(k) 10 µm, and (l) 20 µm microbeads are also illustrated. The scale bars in (d–l) are 40 µm
long. (m) The cross-sectional structure of the imaged sample is shown. (n) The 2-D distribution
of the characterized microbeads is illustrated, with their physical size and the relative height
coded by the spot size and the colormap, respectively. (o) The height histogram is calculated
from (n) showing three distinct peaks for the 5 µm, 10 µm, 20 µm beads in the mixture. In (n)
and (o), the relative height of the substrate surface is arbitrarily assumed to be 0 µm.
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Fig. 4.
Lensless multi-angle characterization of RBCs located within two-layered micro-channels.
(a)–(e) Lensfree holograms are captured with five different illumination angles. The magenta
dashed rectangles in (a)–(e) are the regions corresponding to the field-of-view shown in (g);
and the yellow rectangles define the regions corresponding to the field of view of the images
in Fig. 6. (f) The cross-sectional structure of the 2-layered sample is shown. (g) The 2D
distribution of the RBCs located in both vertical channels is calculated with their height coded
by the colormap. (h) shows the histogram of the cell heights over the entire field of view, which
exhibits a double peaked behavior, as expected, resolving the 2 vertical micro-channels. In (g)
and (h), the relative height is arbitrarily assumed to be 0 µm at the surface of the sensor.
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Fig. 5.
Thickness and volume of each cell within the two-layered micro-channels are calculated over
a field of view of >15 mm2. (a) The 3D distribution of the RBCs in both of the vertical channels
is illustrated with their cell thickness value coded by the colormap. (b) The thickness histograms
of the RBCs in both the upper and lower micro-channels are shown. (c) The 3D distribution
of the RBCs in both vertical channels is illustrated with their cell volume coded by the
colormap. (d) The volume histograms of the RBCs in both the upper and lower micro-channels
are shown.
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Fig. 6.
Demonstration of overlapping RBCs from two vertical micro-channels being digitally resolved
by the holographic reconstruction process. (a) The raw lensfree hologram of the digitally
zoomed region specified with the yellow rectangle in Fig. 2 (a) is illustrated. The amplitude
images (b), (c), and (d) were reconstructed from (a) at a height of 1026 µm, 1081 µm, and 1049
µm respectively. In these reconstructed images, “L” and “U” refer to the RBCs located at the
lower and upper micro-channels, respectively. The same field of view is also imaged using a
40X objective lens (0.65 NA) by focusing on both the lower (e) and the upper (f) micro-channels
for comparison purposes. Note that the field of view that is imaged with Fig. 4 constitutes ~2
orders of magnitude improvement over the 40X microscope images shown in (e–f).
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Fig. 7.
The shadow overlap probability plotted as a function of both the shadow density (i.e., the
throughput) and the multi-angle hologram recording method (parallel vs. sequential). The
diameter of the holographic shadows for all the angles and all the vertical layers is assumed to
be ~10 µm.
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Fig. 8.
Quantified performance comparison of the multi-angle lensfree holographic cell
characterization platform as a function of the shadow density and the number of vertical layers
on the sensor chip. (a) The true positive rate, (b) the false positive rate, and (c) the total error
rate for different cell densities distributed to 1, 2, 3, or 4 vertical layers/channels, where the
total error rate includes both the missed cells and the false positives. (d) The maximum
permitted shadow density (i.e., the maximum permitted throughput) at the sensor plane is
plotted as a function of the number of vertical layers when the total error rate is maintained at
a level of 5%. The cells are assumed to be illuminated from 5 different angles as shown in Fig.
1(a), and the ray threshold value is set to 3 for detecting each cell’s 3-D location (refer to
Section 2). The shadow width at the sensor plane is assumed to be 10 µm for these numerical
simulations.
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Fig. A1.
Noise characteristics of the CC D image sensor used in Fig. 3 are quantified. (a) reports the
variance values of the pixels of the sensor chip measured with different integration times as a
function of the illumination intensity. (b) quantifies the decomposition of various noise terms
as a function of the illumination intensity. The fitted strengths of individual noise terms in (b)
were calculated based on the parameter values estimated in (a). The results indicate that
dominant detection noise sources were RIN and SN in our experiments reported in Fig. 3.
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