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1. Introduction
This review is on biomolecular NMR data analysis. The context of this discussion is the use
of software tools for processing and analyzing NMR data for the ultimate goals of determining
the three-dimensional structures of proteins and characterizing other biophysical properties of
these macromolecules (such as their internal dynamics).

Since the first publication of a macromolecular solution structure in 1985 [1], the number of
structures solved by NMR techniques has risen dramatically, such that at the time of the writing
of this review, 8136 NMR structures have been reported accounting for approximately thirteen
percent of the structures deposited in the Protein Data Bank. NMR data can provide many
possible restraints on the underlying macromolecular structure, such that three-dimensional
structures can be determined with reference to inter-atomic distances estimated from NOEs
[1] or spin labels [2,3], angular constraints derived from J-couplings [4] or chemical shifts
[5,6], hydrogen bonding patterns inferred from amide proton exchange rates [7], and the
alignments of bond vectors with respect to the static magnetic field from residual dipolar
couplings [8]. Recent techniques have shown success in solving protein structures utilizing
chemical shift information alone [9,10]. High resolution NMR data is not solely used for three-
dimensional structure determination, however. Often, only limited structural information is
necessary and can be ascertained by examining only a subset of the data required for solving
the three-dimensional structure. For instance, HN, N, C′, Hα, Cα, Hβ, and Cβ chemical shift
data and backbone coupling constant data (3JHN-Hα, 4JHN-Hβ) have been used to delineate
secondary structure elements in proteins using a variety of protocols [5,6,11]. Likewise,
changes in chemical shift upon ligand or macromolecular binding have been used extensively
to map macromolecular binding sites [12,13]. Mapping measurements of this type can also
yield key biochemical information, allowing one to measure quantitatively the dissociation and
rate constants of binding [14,15] which provide the framework for the method of SAR
(structure activity relationships) by NMR [16]. Similarly, correlating changes in chemical shift
with a titration in pH has proven to be a robust method for determining the pKa of biochemical
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moieties either on the surface or buried within folded proteins. Measurements of this kind have
been critical in understanding the reaction pathways of enzymes [17].

In addition to structural and biochemical information about macromolecules, NMR has also
provided a wealth of dynamics information. Longitudinal (T1, T1ρ) and transverse (T2, T2

*)
relaxation measurements have been used to characterize overall motions of macromolecules
as well as modes of internal motion including backbone librations and side-chain motions of
proteins on the timescale of picoseconds to milliseconds[18]. Measurements such as these have
been used to measure the microscopic entropy (S) of macromolecules and the change in entropy
(ΔS) upon binding effector molecules[19]. Dynamic information at longer timescales (seconds
and greater) can be obtained through the monitoring of hydrogen exchange, which in turn has
been used to measure the kinetic and thermodynamic properties of protein folding[20].

To summarize the efficacy and versatility of high-resolution NMR as a biomedical tool, the
NMR measurement is capable of monitoring a large number of characteristics of biological
macromolecules, and can monitor those characteristics in a large number of often overlapping
ways.

The NMR data processing pipeline consists of several distinct phases: Spectral Acquisition
(SQ), the collection of NMR data in the time domain, Spectral Reconstruction (SR), the
converting of time-domain data to a spectral representation in the frequency domain, Spectral
Analysis (SA), the identification, assignment and characterization of spectral peaks, and
Biophysical Characterization (BC), which loosely covers all subsequent data analysis and
derivation including structure determination. A fifth analysis component for which software
is required (although not technically for data processing) is that of Molecular Visualization
(MV), and preceding any NMR experimentation there exists the phase of Sample
Preparation (SP).

There are dozens of software packages available for NMR data handling developed and
maintained by both commercial and academic sources. (It would be a true challenge to create
a comprehensive list of all available software, and if such a list was to be compiled, it would
quickly become out-dated. Interested readers are referred to a few websites which aim to keep
such a list current (http://www.spincore.com/nmrinfo/software_s.html and
http://www.bmrb.wisc.edu/tools/)). With the possible exception of the CCPN project [21], no
one software tool aims to manage the entire NMR data processing pipeline from start to finish.
Rather, each tool assists the user in a subset of tasks, usually within the context of only one of
the aforementioned processing phases. NMR data is processed using these available tools both
in a modular and sequential fashion, such that an individual NMR experiment is typically
acquired on a computer connected to the spectrometer hardware, preprocessed for signal
enhancement and transformed into a multi-dimensional spectrum on a separate computer
system using different software, and then analyzed in both a qualitative and quantitative fashion
on a third separate computer. This modular approach has proven very successful and is in fact
critical for data analysis at the research level due to the modular nature of NMR experiments
themselves. NMR pulse sequences (the core elements of the data acquisition module) are built
as modules from pulse sequence components which are designed to manipulate nuclear spins
in well-defined ways. By combining the pulse sequence components in various complementary

*In coherence pathway descriptions, the term ‘magnetization’ is usually reserved for single-quantum coherence with ‘coherence’ implying
unobservable orders of coherence. Since it is not the intention of this formalism to track the order of coherence, we will use the term
‘magnetization’ to refer to all orders of coherence, observable or not.
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manners, the user acquires several spectra yielding complementary information. The modular
approach to data analysis allows the user to preprocess each individual spectrum in a manner
appropriate to its acquisition details. Similarly, this modular approach allows the processing,
analysis and post-processing of various subsets of data using methods suitable to both the subset
of data being analyzed and the information sought by the user. The modular approach has the
additional benefit that as the field of biological NMR continues to develop and new
methodologies are either added or discontinued, the individual software modules can be
efficiently tailored and optimized for the upcoming uses.

The shortfall of current NMR data processing is not that it is done in a modular fashion, but
rather that it is done sequentially; and in addition, that it is done sequentially not by choice but
rather because of the lack of software integration. The prototypical NMR spectroscopist has a
host of information concerning the macromolecule under study (temperature, pH,
concentration, macromolecular sequence, pKa) but will set up individual experiments based
on past experience rather than any specific information on the sample. This may not seem much
of an issue at the acquisition stage, since individual pulse sequences and pulse sequence
packages are currently designed with little or no concern about the specifics of the sample.
However, this sequential approach becomes a greater detriment as the processing and
assignments proceed. The facility of protein assignments, for instance, is predicated on a
knowledge of the protein sequence as well as the distribution of observed chemical shifts for
the particular nuclei in each amino acid residue. The NMR spectroscopist invariably uses this
information; however, its effective organization is lacking in most analysis software packages.
Rather, the spectroscopist downloads the protein sequence from one database; retrieves
distributions of chemical shifts from another database; corrects for possible isotope shifts from
yet another database; and in the end often stores this essential information on a scrap of paper
which is kept on the desk for reference.

The redundancy and inefficiency of this policy cannot be overstated. Every new protein
requires a new download from the protein sequence database. Every newly designed sample
requires new corrections to expected shifts. Each new tabulation is time-consuming and error
prone. And since all the data originates from computational operations, such tabulation could
easily be automated by a software integration environment and made essentially transparent
to the user.

The preceding example discusses only one example of the highly integrated nature of the
information required for NMR data processing. If the recompiling of archived information
occurred only once or twice throughout the analysis procedure, it could be accomplished with
a few carefully written computer scripts. (Such scripts abound throughout the NMR
community. The authors of this review provides a free web-based GUI for generating NMR
processing scripts at http://sbtools.uchc.edu.) However, NMR information is integrated to such
a large extent that a few scripts will not suffice, nor will a large number of scripts. To fully
exploit the available information and maximize the efficiency of data analysis, the information
must not only be stored in a relational database, but the database must be available at a software
level to drive the user’s processing and analysis directions.

The authors of this review are currently building a software integration environment for
biomolecular NMR analysis called CONNJUR (http://www.connjur.com). In our efforts to
design such a system we have spent much time modeling the processes and data generated and
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utilized throughout NMR data analysis. This review will focus on four portions of this
workflow: preparation and characterization of the sample (SP), time domain data collection
on the spectrometer (SQ), conversion of time domain data to the frequency domain (SR), and
the assignment of peaks (SA). Discussion of these phases will follow a brief description of a
few data types critically important to all NMR data analysis.

2. NMR Data Types
There are hundreds of distinct types of data which can and should be recorded throughout any
NMR data analysis workflow. These data types are extremely diverse covering environmental
information such as temperature, pressure and humidity; mechanical information regarding the
equipment used throughout any steps of NMR data collection, personnel information, status
and state information. Readers interested in all such data elements are referred to the websites
of CCPN (www.ccpn.ac.uk/ccpn/data-model), the BMRB
(www.bmrb.wisc.edu/formats.html), PDB (www.pdb.org) or any of our recent papers [22–
24].

While the complete delineation of all possible data elements is beyond the scope of this review,
it is worth noting the two most essential data types found in NMR spectroscopy. Those two
data types are the nucleus giving rise the NMR signal, and the NMR signal itself.

Nuclei themselves have many properties important for the NMR experiment such as atomic
number, atomic mass, spin, and gyromagnetic ratios. But apart from the few properties which
must be kept track of, the major data type issue is defining a primary key for each nucleus that
exists in a sample, particularly for a sample of macromolecules which themselves may have
tens of thousands of distinguishable atoms. This issue will be addressed in the following section
on preparing and characterizing the sample.

The NMR signal is of an obviously central importance as it is the measurement itself. From
the early days of continuous wave spectroscopy, NMR signals have traditionally been
measured and represented as absorption peaks. As such, they have important intrinsic
properties such as intensity, chemical shift, linewidth and lineshape. The majority of spectral
reconstruction and spectral analysis protocols provide information on each of these properties,
while a minority do not [25,26]. Handling data and metadata regarding NMR signals will be
addressed in the latter two sections on collecting time domain data, converting time domain
data to the frequency domain and analyzing peaks.

3. Prepare and Characterize Sample
In conducting any scientific experiment it is of critical importance to control any causes of
variation in the results in order to ensure reproducibility of the experiment within the laboratory
environment. It is equally important that environmental variables are recorded and reported to
the scientific community to ensure reproducibility by external laboratories. Thus,
measurements such as ambient temperature, atmospheric pressure, etc. are often recorded
during scientific experimentation, and these measurements are often made in a standard,
automated fashion. Along with these standard measurements, standard parameters regarding
the staff involved with the data collection, the precise equipment used, reagent brands and/or
lots, etc. also need to be recorded. These types of standard recordings are similar within all
sub-disciplines of biological research and are equally suitable to standard Laboratory
Information Management Systems (LIMS). LIMS for NMR data have recently been proposed
[27,28].

With biomolecular NMR samples, additional information regarding the sample conditions is
of critical importance – and not simply for the reproducibility of the NMR experiments – but
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for their design, implementation and for the success of further biomolecular NMR data analysis.
In biological NMR experiments, the solvent composition is important for lock settings as well
as possible chemical shift standard corrections [29]. Knowing what class of molecule is under
study – small molecule, nucleic acid or protein – will help dictate the suite of experiments
which can and should be applied. In the case of proteins, the complete chemical structure of
the protein(s) under study is a required pre-requisite – both the protein sequence and any
potential post-translational modifications.

It is important to note that with NMR studies, it is not enough to know the chemical
composition, but also the isotope enrichment of all sample components. In the case of the
solvent, the level of isotope enrichment can affect the chemical shift of the solvent which in
turn can affect both the lock and chemical shift referencing. In the case of the protein, the
pattern of isotope enrichment throughout the protein affects not only the chemical shift, but
also the magnitudes of the scalar and dipolar couplings throughout the macromolecule, which
in turn affect the relaxation properties and coherence transfer pathways which can be exploited
during any individual NMR experiment.

There are four general classes of isotopic labeling schemes: (i) natural abundance, where no
isotopic enrichment is used and isotopes are incorporated proportional to their abundance in
the natural environment, (ii) uniform labeling, in which an individual isotope is enriched to
near 100% abundance, (iii) fractional labeling, in which an individual isotope is added at sub
100% abundance, leading to a sample in which the fractionally enriched isotope is represented
in abundance proportional to the fractional enrichment and (iv) site-specific labeling in which
particular subsets of atoms within the amino acid residue are selectively enriched with
particular isotopes. These four general schemes can be applied for different elements within
the same sample. In fact, additional isotope perturbations can be achieved through the mixing
of amino acids or amino acid precursors which themselves utilize one of the four above classes
of enrichment. This amino-acid, site-specific isotopic labeling is probably most cleverly
implemented by the SAIL (stereo-array isotope labeling) approach of isotopic labeling [30],
although many other approaches have been used to accomplish various similar goals [31–33].

Information regarding isotopic labeling patterns is not currently utilized by the standard
software tools for spectral acquisition, reconstruction and analysis. Rather, the spectroscopist
is expected to understand this property of his sample throughout these steps. In simplified cases
bearing this burden is no hardship to the spectroscopist. If the sample is 15N labeled, one can
run the suite of pulse programs exploiting that nucleus. If the sample is not labeled in this
manner, those experiments will fail and the spectroscopist will discover this labeling situation
quickly. However, as more specific labeling patterns are attempted, pulse programs which
exploit intricate details become available [31], and having a computational representation of
the labeling program – one understandable by the software tools – becomes critically important.

For that reason we have recently presented a relational model for protein chemical structure
based on the IUPAC recommendations for protein nomenclature [34–36]. The original model
covered atom names, chemical bonds, bond angles, torsion angles and chirality [23]. That
model was subsequently extended to cover post-translational modification and non-standard
amino acids as well as isotopic composition [22]. Fig. 1 illustrates the current status of this
model. Further description of the entities and relationships can be found within the original
publications.

The importance of keeping track of the sample components in such a model – and by sample
components we mean not simply the protein sequence but any modifications and the isotopic
labeling expected to be found within the sample under study – is so the computational tools
can understand this information and provide additional guidance to the spectroscopist. For
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instance, in the preceding example where the spectroscopist attempted to collect a 15N HSQC
experiment on a natural abundance sample, the spectrometer software could gray-out this
selection or otherwise warn the user his choice of experiment was improper for the sample.
Similarly, one can envision that if the sample is 15N labeled but not 13C labeled, the
spectrometer can automatically turn off 13C decoupling pulses without additional user
intervention.

While these particular examples may seem quite trivial when compared to the seemingly large
investment of implementing a relational model for isotope labeling, more sophisticated
guidance regarding the adaptation of selective pulses when isotope shifts are introduced or the
customization of spectral windows with respect to isotope shifts [31] would provide more
significant benefits. The largest benefits occur throughout the latter stages of the analysis
pipeline and will be expanded upon later in this review.

4. Collect time data on spectrometer
The previous section made the claim that it is important for NMR computational tools to have
a robust, internal representation for the sample composition – both chemical bonding networks
and isotope labeling patterns. The next two sections will make a similar claim regarding how
that information is laid out in the spectral layout – both in the time and frequency domains.

In the time domains, information must be modeled for two important considerations: (i) how
the individual points in the spectrum relate to delays within the pulse sequence; and (ii) which
chemical shifts and couplings are exploited during the pulse sequence which manifest
themselves as the information content of the spectrum (i.e. which nuclear relationships are
represented by cross peaks in the frequency spectrum).

The former concern about the time domain layout is important particularly for non-uniform
data collection – the situation where in order for a combination in improvements to data
collection time, sensitivity and/or resolution, the spectral signal will not be collected uniformly
with a set spacing between the time points. Rather, only a subset of the possible evolution times
are collected. Such data require more sophisticated processing algorithms than the standard
Fourier Transformation to reconstruct a frequency plot, but have additional benefits which
outweigh this inconvenience.

4.1 Non-uniform Sampling
4.1.1 Sensitivity—In order to analyze complex NMR data generated from bio-molecules it
is desirable to attain high sensitivity and resolution. While NMR is capable of achieving
extraordinary resolution for samples in solution, as compared to other spectroscopic
techniques, the price that is paid is intrinsically low sensitivity. Recently there have been a
number of advances to make improvements in sensitivity, including basic techniques, such as
uniform isotopic enrichment of samples with 13C and 15N and using magnetic susceptibility
matched NMR tubes to achieve the highest concentration with limited quantities of sample,
and technical advances such as higher magnetic field strengths (sensitivity ∝ B0

3/2), advances
in probe design with a factor of 2 improvement in sensitivity, cryogenically cooled NMR
probes/preamplifiers with a factor of 3 improvement in sensitivity, and most recently cryogenic
probes with higher salt tolerance reducing the noise generated by the sample [37].

4.1.2 The Discrete Fourier transform (DFT)—The discrete Fourier transform (DFT)
utilized by Ernst and Anderson [38] revolutionized NMR in the 1970s. In addition to increasing
the speed of data collection and allowing efficient signal averaging, DFT NMR was key in the
development of multi-dimensional NMR experiments (nD) [39–44]. nD NMR experiments
along with high field magnets, sensitive probes, advances in electronics, gradients, and sample
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preparation have all combined to make NMR a powerful technique for solving the three-
dimensional (3D) structure of bio-molecules. A testament to this is that to date around 13% of
the structures in the PDB have been determined by NMR. In addition to 3D structure
determination, NMR offers a wealth of other uses to study biological samples for biophysical
characterization such as probing molecular motions, monitoring protein folding events, binding
studies, pH titrations, and many others.

4.1.3 DFT requirements—While the DFT revolutionized NMR, it imposes certain
requirements on data collection that make it difficult to achieve a digital resolution comparable
to the natural linewidths of the signals, in the interferometric (or indirect) dimension(s) of nD
NMR experiments. First, the Nyquist theorem places a lower bound on the sampling rate, or
time between points, referred to as the dwell time [45]. The dwell time is inversely proportional
to the frequency range of the spectrum. Thus, to avoid aliasing of signals the dwell time must
be short enough to cover the frequency range of interest. Secondly, in order to achieve a digital
resolution comparable to the natural linewidth, a prerequisite to resolving closely spaced
resonances of complex spectra, data must be collected with long acquisition times (tmax). In
general data must be collected with acquisition times up to π times the transverse relaxation
time (~ 3 × T2) to have a digital resolution comparable to the natural linewidth. Note that setting
tmax to a value greater than 1.26 × T2 leads to an improvement in digital resolution, but at a
cost of reducing the signal-to-noise ratio (S/N) [46]. Increasing the number of transients (nt)
increases the S/N by the square root of nt. Increasing tmax also increases S/N, although to a
lesser extent than nt, up to a tmax of 1.26 × T2. Each additional data point collected beyond
1.26 × T2 contributes a greater amount of noise than signal. Time domain data collected to 2×
and 3× T2 yield S/N percentages of 96% and 85% respectively, as compared to the maximum
S/N at a tmax of 1.26× T2 [46]. Thus the user must decide based on sample concentration,
sensitivity of the experiment, instrument time available, and the need for resolution, how large
to set tmax. The third constraint imposed by the DFT is that sample points must be collected at
uniformly spaced intervals. Thus, to avoid aliasing and achieve digital resolution comparable
to the natural linewidths, data must be collected with short time intervals to a tmax equal to ~
3× T2 at equally spaced intervals.

4.1.4 Time constraints of DFT n-Dimensinal (nD) spectra—The constraints imposed
by the DFT have virtually no effect on 1D NMR experiments as the entire FID is collected in
milliseconds for biological systems. However, the constraints of the DFT make nD experiments
prohibitive in measurement times required to achieve resolution comparable to the natural
linewidths. Table 1 shows the expected experiment time in days for 3D and 4D experiments
for a 15 and 30 kDa protein assuming tmax set to 0.4, 1.26 and 2.0 times T2 with 4 transients
per increment. For 15 and 30 kDa proteins with tmax ~ 1.26× T2, 3D experiment times range
from 8.81 to 33.7 days and 2.21 to 10.6 days, respectively. While some of these experiment
times fall in an accessible time range for data collection, others clearly do not. Note that these
times will increase significantly if additional signal averaging is needed due to low S/N or if
additional digital resolution is needed. These time constraints have, to date, kept 4D and higher
dimensionality experiments from becoming commonplace; however, the increased resolution
afforded by 4D NMR experiments can greatly reduce ambiguity in complex biological systems.
From Table 1 a 4D 13C/15N-edited NOESY experiment is expected to take 3019 and 379 days
for the 15 and 30 kDa proteins, respectively, with tmax ~ 1.26× T2. Clearly for 4D experiments
with uniform sampling tmax must be set to a small factor of T2 to allow the experiment time to
be suitable, which will cause the linewidths in each indirect dimension to be broadened
significantly as compared to the natural linewidth. Thus, with uniform sampling the true
resolution afforded by 3D experiments is rarely achievable and is not possible for 4D
experiments in any reasonable amount of time.
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These constraints imposed by the DFT are exacerbated at higher field strengths where there is
a linear increase in the frequency range for each of the dimensions causing the time interval
between points to be shorter. For nD experiments increasing the field strength corresponds to

an increase in data collection time by a factor of , where n is the number of
dimensions, to achieve the same digital resolution. Note that for certain nuclei
(especially 15N, 13C′) the natural linewidths of the signals will increase with field strength due
to chemical shift anisotropy (CSA). Increasing the field strength from 600 to 900 MHz could
potentially increase the experiment time by 2.25 and 3.38 fold for 3D and 4D experiments,
respectively, to keep the same digital resolution at the higher field strength. From Table 1,
which allows for increases in R2 rates due to CSA, the experiment times are seen to increase
from 1.62 to 2.25 fold for 3D experiments and 2.41 fold for the 4D experiment when increasing
from 600 to 900 MHz to attain a digital resolution equal to 1.26× T2 (expected experimental
times generated using ScheduleTool: http://sbtools.uchc.edu/nmr).

4.1.5 Linear prediction and spectral aliasing—The limitations imposed by the DFT
have been dealt with primarily in two ways, the use of spectral aliasing and linear prediction
extrapolation (LP). Reducing the spectral width increases the dwell time between sample points
and thus reduces the total number of samples that must be collected to achieve a desired digital
resolution; however, reducing the spectral width will cause aliasing. Aliasing of NMR signals
is commonplace; for instance, the Nε resonance of arginine has an average chemical shift of
84.7 ppm [47] and is almost always aliased for multidimensional experiments with a HN
dimension. In 1H-13C HSQC experiments the resonances are, in general, found near a diagonal
as both the 1H and 13C resonances of a bound 1H-13C pair are shifted upfield or downfield
together. This allows the 13C spectral width to be reduced 3-fold, aliasing both the upfield and
downfield resonances to a region of the spectrum that is largely devoid of resonances [48].
While aliasing a spectrum improves digital resolution it has the disadvantage that there is
generally additional overlap in the aliased spectra and the interpretation of the spectra becomes
complicated.

Data records in the indirect dimension of nD experiments are often truncated due to instrument
time constraints. To eliminate truncation artifacts that arise with short data records, apodization
functions are used to force the time domain data to decay to near zero. While this reduces the
truncation artifacts it does not help digital resolution. A common approach to increase digital
resolution, in cases where tmax was set too short due to time constraints, is to use the early time
points and linear prediction (LP) extrapolation to expand the time domain data [49]. LP
extrapolation has been employed for years and is still in common use today. In favorable
circumstances LP has the ability to increase sensitivity and digital resolution. In non-favorable
circumstances, such as noisy data or in aggressive circumstances when data is extrapolated too
far, LP can result in false positive peaks [50]. Potentially worse is that LP extrapolation can
result in frequency shifts of real signals [50]. This is especially true when the number of
sinusoids to be extrapolated is underestimated or the data is noisy. As the sensitivity of
biological NMR samples is often limited great care must be used when applying LP
extrapolation.

4.1.6 Reduced dimensionality experiments—The limitations imposed by the DFT are
well known and have led to a plethora of alternative methods of processing time domain data
in an attempt to alleviate the requirements of uniformly collecting data records to long
acquisition times in the indirect dimensions. All of these methods have in common the approach
of sparse sampling where a reduced set of time domain data points are collected with respect
to a full uniformly sampled spectrum. One type of sparse sampling that has gained considerable
attention is reduced dimensionality (RD) experiments which rely on coupling the evolution
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periods of indirect dimensions together, which corresponds to sampling along radial vectors
emanating from zero time at various angles [51–55]. Several methods have been developed to
process and analyze RD data. Two popular methods are G-matrix Fourier Transform (GFT)
[56,57] and Back Projection Reconstruction (BPR) [53,58–61]. These methods have led to
additional methods to extract peak information from the projections and to make educated
guesses for which radial angles to collect, such as APSY [62–64], EVOCOUP [65], and HIFI
[66,67]. While these methods have been invaluable for igniting renewed interest in the use of
sparse sampling to reduce the time needed to collect time domain data, they all have the
disadvantage of using sparse sampling strategies that are non-random.

4.1.7 Point spread function—Any experiment collected with sparse sampling will have,
in addition to random noise, additional artifacts in the spectrum due to the use of sparse
sampling. These sampling artifacts originate from a convolution of the point spread function
(PSF) for the set of sampled times with the spectrum of the sample [68–70]. The PSF is obtained
from the DFT of the sampling scheme where times that are sampled are set to one, and times
not sampled are set to zero. Sampling strategies that are regular in nature, such as those used
in RD experiments, produce a PSF with strong ridge artifacts leading to spectra with significant
sampling artifacts observed as ridges emanating from the signals [68]. Destroying the regularity
of the sampling scheme by adding randomness dramatically reduces the ridges in the PSF and
hence reduces the sampling artifacts in the spectrum [68]. It has been shown that sampling
artifacts originating from the use of sparse sampling are largely dictated by the choice of which
points are sampled rather than the method used to process the data; although, the magnitude
of the sampling artifacts vary significantly for various processing methods [68]. In general
sparse sampling schedules that are random will lead to a PSF with the smallest intensities and
hence lead to spectra with the least amount of sampling artifacts. However, such sampling
strategies will lead to spectra with weak S/N, especially if tmax is set to a high value, as the
mean evolution delay will be large. A good compromise is to use a randomized sample
schedule, but one that is skewed to early time points where the signal is strong [69,71–74].
Thus times where the sample is strong (early evolution delays) are sampled more frequently
while times where the signal is weak (long evolution delays) are sampled less frequently, in
much the same way that the matched filter is used to optimize the S/N in DFT spectra [75].
Indirect dimensions that are constant time are collected randomly with no skewing to early
evolution delays. While the sensitivity of an experiment collected with non-uniform sampling
(NUS) will be lower than a uniformly sampled experiment, where all the time points are
collected, the reduction in S/N is often small compared to the time savings. When factoring in
time savings experiments collected with NUS often have a higher sensitivity per unit time as
compared to uniform sampling.

4.1.8 Rules of Thumb for Non-Uniform Sampling (NUS) Strategies—As discussed
earlier, NUS strategies should have randomness to reduce the amplitude of sampling artifacts
and be skewed to early evolution times where the signal is strong to attain high sensitivity per
unit time. We have found that a decay rate, for skewing the selected points to early evolution
delays, that is 1–2 fold higher than the R2 rates for the expected signals works well. In order
to achieve sufficient resolution the tmax along the indirect dimensions should be set sufficiently
large, generally 1–2 times the T2 time. A conservative estimate is that approximately one-third
of time points need to be collected per indirect dimension, although this is variable due to
sample and processing considerations and assumes that the samples fall on an underlying
Nyquist grid with a spectral width equal to the desired frequency range. This value can be
dramatically smaller in favorable conditions, although for biological samples the sensitivity is
usually sufficiently low that a substantial number of sample times must be collected, not just
to reduce sampling artifacts, but to achieve the desired S/N. Note that, in general, the amplitude
of the sampling artifacts are reduced as the percentage of kept time points is increased. The
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percentage of NUS points that need to be collected as compared to a uniformly sampled
experiment assuming one-third of time points per dimension is given by:

(1)

where n = number of dimensions. Thus, the time savings for a 2D, 3D, and 4D NUS experiment,
with one-third of the points kept in each dimension, is 3-fold, 9-fold, and 27-fold, respectively.
The method used to process the NUS data will dictate whether the time points are collected on
an underlying grid (based on the dwell time set by the spectral widths), or whether they are
collected at essentially arbitrary times. For NUS strategies using an underlying Nyquist grid,
that grid can correspond to a spectral width that is larger than the frequency range of the signals.
This increases the effective bandwidth in the indirect dimensions, akin to digital oversampling
in the direct dimension, and has been shown to improve spectral quality [70]. This occurs as
some of the sampling artifacts arising from NUS are aliases, and increasing the spectral width
shifts some of these artifacts out of the spectral region of interest. The guidelines above for
choosing the decay rate and the percentage of points kept along each dimension are not suitable
for oversampled NUS strategies.

4.1.9 Processing methods suitable for arbitrarily sampled data—Alternatives to
GFT and BPR, which can handle NUS data collected in a random manner, with essentially
arbitrary evolution times, include “non-uniform Fourier transform” (nuDFT) [76,77],
maximum likelihood (MLM) [78,79], Bayesian methods [80,81], multidimensional
decomposition (MDD) [82–87], maximum entropy (MaxEnt) [69,88,89], and forward MaxEnt
(FM) [90,91]. Each of these methods has strengths and weaknesses and employs a variety of
assumptions about the data. nuDFT assumes that times not sampled have zero intensity and
utilizes the fast Fourier transform (FFT) to compute the nuDFT by setting the time points not
sampled to zero. The main advantage of nuDFT is that it is numerically efficient and utilizes
the DFT which gives comfort to spectrocopists who have used the DFT for decades for
processing uniformly sampled data. The main disadvantage is that the resulting spectral
estimate is a convolution of the PSF for the set of sampled time points with the spectrum of
the sample [69,70]. The consequence is that sampling artifacts are quite prominent in nuDFT
spectra, and nuDFT spectra often need a post-processing “cleaning” procedure to deconvolve
the PSF to make spectra suitable for analysis [92]. In contrast MLM, Bayesian, MDD, and
MaxEnt methods will all, to a certain extent, deconvolve the PSF from the resulting frequency
spectrum, thus minimizing the sampling artifacts as compared to nuDFT. MLM and Bayesian
methods are parametric methods of signal processing and thus assume a model for the signals
being analyzed. In general, the data are treated as a sum of exponentially decaying sinusoids.
In cases where the S/N is strong, the assumption of an exponentially decaying signal (Lorenzian
lineshape) is valid and the number of sinusoids is not underestimated, these methods can
achieve tremendous results. However, these methods are prone to false positives and the signals
can exhibit “spontaneous splitting” when the data is noisy, the lineshapes are non-Lorenzian,
or the estimate of the number of sinusoids is under-estimated. MDD utilizes the less restrictive
assumption that all essential features (signals) of an nD spectrum can be described as the sum
of a small number of one-dimensional vectors. An advantage of MDD is that it is capable of
correctly reproducing the intensities in spectra with high dynamic range (e.g. NOESY spectra)
[86,93]. A disadvantage of MDD is that it is not as well developed as other methods, such as
MaxEnt, and aspects of MDD, such as the response to noise, are not well understood [70].

4.1.10 Maximum Entropy reconstruction—MaxEnt makes no assumptions about the
nature of the signals and its only assumption is that the noise is randomly distributed; thus it
is perhaps the most general of the methods suitable for handling NUS data. MaxEnt has several
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advantages; it is numerically efficient (3D spectra reconstructions can be processed in minutes
on desktop computers), makes no assumptions about the signals and thus is generally more
robust for determining accurate frequencies of the signals than parametric methods [50], can
be applied to very noisy data, and as an inverse method can be used to stably deconvolve
linewidth [93] and couplings from spectra allowing increased resolution or “virtual”
decoupling [88,94,95]. Detailed descriptions of MaxEnt can be found elsewhere [69,88,89],
but in short MaxEnt makes an initial guess of the frequency spectrum (which starts as a blank
spectrum). This trial spectrum is inverse Fourier transformed to produce a “mock” FID. The
“mock” FID is compared to the experimental data, comparing only the data points from the
“mock” FID that were collected. The MaxEnt algorithm analyzes the difference between the
“mock” and experimental data and uses that information to generate another trial spectrum.
The process is repeated until the inverse DFT of the trial spectrum agrees with the observed
experimental data to within the experimental error of the data. The MaxEnt reconstruction
determines the spectrum containing the least information, consistent with the measured data.
The algorithm implemented in the Rowland NMR Toolkit (http://rnmrtk.uchc.edu/) has an
exact solution and follows a descent (each successive “mock” data set is closer to the measured
data set).

The main two disadvantages of MaxEnt are that as a non-linear method the signal intensities
for high dynamic range spectra are not accurately reproduced, and that there are non-intuitive,
adjustable parameters that must be set by the user. While the signal intensities are not accurately
reproduced in MaxEnt reconstructions, the peak intensities can be corrected by injecting
synthetic sinusoids of known intensity into the time domain data and using the resulting peak
amplitudes to create a calibration curve. This method has been utilized with great success for
measuring accurate intensities in 15N relaxation spectra which have a high demand on the
accuracies on peak intensities [96]. The user adjustable parameters needed for MaxEnt
reconstructions are related to the spectrometer sensitivity and the uncertainly (noise level) in
the input spectrum. The problem of setting reasonable initial values for these adjustable
parameters has been solved using an automatic method of determining their estimates by
analyzing the noise in the spectrum and has been implemented in an easy to use web-based
script generator [97,98]. The FM method is a special case of the more general MaxEnt where
the maximum entropy principle is used to estimate values for the sample points not collected
in the NUS data set, while enforcing an exact match between the inverse DFT and the spectral
estimate to the samples in the NUS data set [70]. Thus MaxEnt reconstructions and FM are
equivalent in the limit when the user adjustable parameter that enforces the agreement between
the inverse DFT of the reconstructed spectrum and the measured data has infinite weight. The
advantage of FM, or MaxEnt under the conditions where it is equivalent to FM, is that accurate
peak intensities are produced; however, these conditions are, in general, not the optimal
conditions for analyzing the resulting frequency spectrum.

4.1.11 Data Modeling and File Formats—nD data sets are essentially a series of data
blocks, each block representing a free induction decay recorded from the spectrometer. The
data sets are intrinsically complicated, as the data may be either complex (for quadrature
detection) or real only in any of the dimensions. In addition, some dimensions are convoluted
for sensitivity improvements [99] and the data must be rearranged prior to spectral
reconstruction. Data structures and the processing required for spectral reconstruction have
been thoroughly reviewed by Hoch and Stern [100].

Despite this intrinsic complication of time domain data, the data is typically stored in an
abbreviated manner, such that the timing of each point throughout the direct and indirect
dimensions is not recorded directly in the file but rather is inferred through the uniform spacing
as recorded either by the dwell time or its reciprocal (spectral width). For uniformly sample
data, the timing can efficiently be recorded in this manner. However, for non-uniform data
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sets, the delays in each of the n-dimensions must be stored individually. There are many
possible methods of storing non-uniform timing – in our laboratory a secondary
correspondence file is produced which maps the “uniformly stored” indirect data points with
“non-uniform timings.” No such correspondence list is required for the direct dimension. (As
all the data points can be collected without compromising acquisition time, direct dimension
data is always collected uniformly).

As a frequency domain spectrum is reconstructed from the time domain data, the data
representations will change as certain dimensions convert from time to frequency. This adds
additional complexity to the data structure. In addition, most software programs also store a
history of the mathematical operations applied to the data to improve sensitivity or resolution
(operations such as linear prediction, apodization and zero filling which were discussed earlier).
All of these metadata concerning the spectral reconstruction process and the layout of points
within the spectral file eventually need to be modeled and stored to facilitate effective software
integration.

4.2 Pulse Sequence Model
4.2.1 Introduction—Biological NMR is unparalleled as a spectroscopic technique due to
the numerous and intricate ways in which pulsed NMR experiments can be used to probe the
vast network of coupled nuclear spin energy states observable in biomolecules. However, while
the versatility of NMR methodology is a great gift to the biological spectroscopist, the
knowledge-base required to successfully implement NMR techniques on biological samples
and to analyze the resulting data can be a substantial impediment to its effective use. Over the
past two decades, the number of specialized pulse experiments available to the NMR
spectroscopist has become exceedingly large. For instance, the current implementation of
Varian’s BioPack contains over one hundred pulse programs, each individual program
containing dozens of flags and adjustable parameters designed to produce subtle but distinct
changes in the information content extractable from the NMR spectrum. Dozens of additional,
novel sequences are published each year. An estimate of the total number of published pulse
programs would number in the thousands; an estimate of the total number of useful pulse
programs which have not been published could exceed tens of thousands.

In addition to the burden placed on the casual NMR user by the sheer number of pulse sequences
available, each individual pulse sequence is intricately complex, being composed of dozens of
finely tuned pulses and delays. Several formalisms have been developed to describe the
physical basis for these experiments, such as the density matrix [101], product operator
[102], coherence transfer [103,104] and coherence flow network [105] formalisms. These
formalisms have been of critical importance to both the theoretician in designing NMR pulse
sequences to probe for specific information contained within specific coupled networks as well
as to the experimentalist in implementing the pulse program and extracting the anticipated
spectral information. However, as the number and complexity of pulsed NMR techniques keep
growing, expert knowledge of the entire library of pulse experiments currently available is
rapidly exceeding the capabilities of even the most gifted NMR spectroscopist. In addition, as
the field of NMR spectroscopy continues to grow, the number of users without the training to
understand the complexities of the pulse sequence implementations increases. For both these
reasons, it is clear that there is the need for a new representation of pulsed experiments, one
designed from the perspective of those scientists who wish to utilize NMR methodology
without committing themselves to an understanding of the physical basis for how the method
works.

The requirements for such a new representation are straightforward. From an information
standpoint, the representation should be capable of describing the information content
contained within the acquired spectrum when a given pulse experiment is run on a given
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biological molecule. Pulsed experiments are designed for specific molecular species (for
example, proteins or nucleic acids) of specific molecular weights and with specific assumptions
as to the magnetic properties of the molecule under investigation (including isotopic labeling,
scalar coupling patterns, relaxation behavior and expected chemical shift ranges). Therefore,
the representation should be linked to these meta-parameters describing the sample under
study. In addition, the representation should adequately describe the ordering of the information
obtained – for instance, the dimensionality of the acquired spectrum along with the mixings
and couplings which affect the resultant spectrum through changes in peak intensity,
multiplicity and frequency. Finally, as any representation is ultimately to be used for
communication, either between novice or expert users, the representation is required to be both
correct and unambiguous so as to eliminate any potential misinterpretation. An added benefit
of such stringent adherence to correctness and elimination of ambiguity, the representation will
be of use for communication between computational software tools. For this computational
purpose, the representation should be supported by a data model representation capable of
cross-referencing the spectrum, the information content contained within the spectrum, along
with the meta-parameters describing the assumed chemical structure of the biological sample.

With this in mind, we present here a conceptual data model for describing pulse sequences
along with a semi-formal notation which can be used in representing novel sequences. Our
proposed notation is based on a commonly-used, ad hoc description referred to throughout the
literature as the magnetization transfer pathway. This proposed notation has two somewhat
opposing goals. The first is to develop a representation which is broad enough to effectively
encompass the description of all pulse sequences currently in use as well as additional
sequences which may be developed in the future. The second is to keep the representation
sufficiently simple that the NMR community will embrace and use it.

To satisfy the first goal, we have created a representation which is highly extensible, such that
certain parameters like relaxation can be represented in various ways depending on the
circumstances of the pulse experiment. To satisfy the second goal, we have created a
representation whose implementation is flexible, leaving the sequence designer the freedom
to choose how he wishes to report the parameters describing his pulse experiment. We believe
this representation to be robust and flexible enough for use in modern pulse NMR spectroscopy.
This notation and its underlying data model will be useful for communication between NMR
spectroscopists at any level of training, as well as for communication between computational
tools for the purpose of software integration and/or automation.

The need for a data model of pulse experiments has recently been emphasized by Laue and co-
developers of the Collaborative Computing Project for NMR (CCPN) [106]. They present a
simplified naming convention for describing the information content of pulse sequences within
correspondences and communications, as well as a data model for their nomenclature which
has been incorporated into the object model for the CCPN software suite. Our approach differs
from that of CCPN in two important respects. Firstly, as the goal of the paper by Fogh et al.
[106] was to produce a standardized naming format used primarily for compact, experiment
identification, their nomenclature is by necessity over-simplified to allow for succinctness. In
contrast, the notation described in this paper captures the full detail of pulsed NMR
experiments. Secondly, as the overarching goal of the CCPN project is to retool NMR data
analysis by creating a new suite of software tools, they elected to formulate a model about
NMR analysis per se, rather than formulate a model of the natural scientific objects and the
data about such objects. The notation in this paper takes a different approach, whereby the data
itself as it represents the natural phenomena described by the NMR experiments is the driving
force for the development of the model the notation incorporates. We believe our conceptual
data model and semi-formal notation to be more robust in describing the information content

Gryk et al. Page 13

Prog Nucl Magn Reson Spectrosc. Author manuscript; available in PMC 2011 May 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



of pulse sequences, being capable of describing more subtle nuances in the data content and
organization. A comparison between the two approaches is given.

4.2.2 Theory—The proposed representation of pulsed NMR experiments is essentially a
merger of the product operator formalism [102] and what has been loosely termed
‘magnetization transfer pathways.’ Descriptions of the latter are abundant throughout the
literature (see [107], for instance), although they are used in an arbitrary and somewhat ad
hoc fashion. The common purpose of magnetization transfer pathway descriptions is to
delineate the path that nuclear magnetization* follows along the molecular spin network from
the beginning of a pulsed experiment through to the end (acquisition) as in the example
illustrated below.

The molecular spin network is of primary importance to these descriptions, as they are intended
to describe the utility of the pulse experiment in the context of a particular type of molecule.
This is in contrast to the coherence transfer formalisms, which are not based with reference to
particular molecular systems. It is our goal to formalize the basic description of magnetization
transfer pathways by adding rigor regarding which selection mechanisms are operating along
the pathway and by adding terms to describe which states along the magnetization pathway
are observable and for the relaxation mechanisms which are active along the pathway. The
basic premises used at the starting point are three-fold: (1) the common design of all pulsed
NMR techniques is to relay magnetization through a series of well-defined states
(corresponding to well-defined molecular subsystems) to that of a detectable final state, (2) the
various intermediate states may be detectable as well, giving rise to multi-dimensional
experiments and (3) selection of magnetization at the intermediate states is obtained in only
three ways: chemical shift selection obtained from pulse bandwidth, inter-nuclear coupling
selection obtained from tuned delays, and phase selection obtained from chemical shift
evolution. (Note that relaxation is not described as a selection mechanism but rather an
attenuation of signal.)

In this representation, the basic structure of a pulse sequence is an arbitrary-length series of
alternating STATES and MIXINGS with sequences both beginning and ending at a STATE.

Each STATE is defined by the following information: (1) the NUCLEUS or NUCLEI with
which the magnetization currently resides, (2) the relative PHASE of the state (z along the
magnetic field axis, x orthogonal to z, and y orthogonal to x), (3) the COUPLING state of
potentially coupled nuclei, (4) the RELAXATION mechanisms affecting magnetization at this
state and (5) the DURATION of magnetization at this state. Each MIXING is defined by the
following information: (1) the COUPLING MECHANISM exploited during this period, (2)
the CHEMICAL SHIFT range defined by the flanking pulses, (3) the RELAXATION
mechanisms affecting magnetization during this period, and (4) the DURATION of this period.
One final piece of information contained in this representation is a list of the states for which
magnetization is observable, reflecting the various dimensions in a multidimensional
experiment. Table 2 summarizes the information incorporated in this representation as well as
the symbolic notation used in for its description.
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The various elements in this representation are modeled in traditional Entity-Relationship (ER)
fashion. In this manner, the nuclear parameters are only modeled once, being applicable both
for the carrier nuclei in each state as well as the coupled nuclei. Similarly, relaxation
descriptions are described only once, but are applicable to both state and mixing entities.

4.2.3 Mixings and Couplings—Mixing in this representation is the mechanism by which
magnetization is transferred from one well-defined state to another. All mixings are treated as
pairwise interactions between two nuclear magnetization states. These magnetization states
can represent different nuclear types or different nuclei of the same type. For instance,
polarization transfer uses a J-coupling-mediated mixing to transfer magnetization from one
scalar coupled heteronucleus to the other. Even though many separate nuclei in the molecule
may be affected by one transfer (all amide groups for instance), these are considered a group
of simultaneous pairwise transfers. Similarly, while an NOE mixing may spread magnetization
from one proton, A, to several protons, B, C, D and E, this is also to be considered as a group
of simultaneous pairwise transfers.

It is useful at this juncture to point out the distinction between the description of NMR pulse
sequences and the physics underlying the sequences. Describing NOE transfers as pairwise
interactions is by no means an adherence to the two-spin approximation. It is simply a statement
that the transfer is only being observed to take place between two spins, regardless of how
many spins are actually taking part in the physical transfer. Having represented a collection of
NOE interactions as each being individually pairwise, it is still possible to analyze such data
as a more complicated multi-spin transfer. However, the end result of any such analysis should
explain the apparent pairwise interactions recorded by the pulsed experiment.

Similarly, the role of relaxation in this representation may seem inconsistent. Dipolar relaxation
is considered a mixing mechanism if used to generate NOE transfers, but is considered a
mechanism of signal attenuation if acting during other periods. Such apparent inconsistency
is in fact one of the important features of this representation. While the underlying physics
behind dipolar relaxation during an NOE mixing period and a polarization transfer period may
be the same, the resultant effect on the qualitative nature of the experiment is completely
different. Conveying such a distinction is what this representation is intended to do.

Mixings fall into one of three classifications based on the extend of transfer between states.
The first class (t) is full transfer from one nuclear state to another, such that no memory exists
in the receptor state as to the history of the magnetization. The second class (s) is partial transfer
from one state to another, such that the receptor state is a mixed state of the donor and acceptor
nuclei. The third class (p) is a null transfer, in which the donor state simply changes phase by
its association described within the mixing. These three cases will be illustrated in the case
study.

4.2.4 Relaxation vs. Selection—Relaxation is treated as an incoherent attenuation in the
level of magnetization residing at any point along the transfer pathway. It is thus presumed
that there is a finite amount of magnetization available for transfer in the first state of the transfer
pathway, and the quantity of observable magnetization is steadily attenuated through relaxation
mechanisms along the pathway. Thus, the key attribute of relaxation mechanisms is that they
result in an incoherent attenuation of signal.

Selection is treated not as a mechanism of signal attenuation but rather as a mechanism for
signal separation. Such separation may result in the effective attenuation of unwanted signals.
It may be sufficient to separate two signal components and attenuate one of them with pulse
field gradients (PFGs) or allow relaxation to selectively attenuate one component over the
other. Alternatively, signal separation without attenuation may be the goal of the experiment.
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There are three mechanisms of selection built into our description of magnetization pathways.
The first mechanism would be imposed by bandwidth restrictions on the pulses. All pulses of
measurable duration have a finite frequency bandwidth of excitation. Pulse bandwidth profiles
are commonly used as a mechanism for selecting magnetization which is transferred only
through a particular nuclear type. A classic example of this would be the HNCO experiment,
in which the bandwidth of the carbon pulse is chosen to center on the carbonyl region of the
spectrum and null on the alpha region, precisely for the reason of selecting the N→C′ pathway
over the N→Cα pathway.

The second selection mechanism is enforced by properly tuned delays which are optimized to
allow the desired coupling to evolve at the expense of unwanted couplings. Such an example
of this mechanism in action would be that of an HNCO experiment designed to transfer
magnetization through the hydrogen-bond. The magnetization pathway is qualitatively the
same as that of the classic HNCO experiment, namely N→C′, however when selecting for
hydrogen-bonded couplings, the delay is optimized to select for the much weaker three-bond
N→C′ coupling across the hydrogen-bond.

The third selection mechanism is achieved by phase selection after chemical shift evolution.
With this mechanism, magnetization is allowed to dephase from chemical shift evolution and
magnetization only with the proper phase is selected. A simple example of this selection in
practice would be the jump-return sequence used for solvent suppression, whereby on-
resonance peaks are suppressed and off-resonance peaks are preserved. A more common
example would be phase cycling routines in which magnetization with proper phase is added
in successive increments, while magnetization with improper phase is subtracted and thereby
eliminated.

Pulsed field gradients (PFG) are often considered a means of pathway selection, when used to
attenuate undesired signal components which have already been separated using one of the two
selection mechanisms listed above. Similarly, relaxation can also be used as a passive
mechanism to achieve similar attenuation of previously separated signals. As both PFG and
relaxation rely on the three aforementioned mechanisms for signal separation, we chose not to
represent either as selection mechanisms in its own right.

While coupling transfer steps are most commonly used to select for the coupled pathway, they
can also be used to select against the coupled pathway. In this case, the mixing period is
described as selecting for all magnetization states which are excluded by the exploited coupling
mechanism. This is illustrated using a TANGO [108] pulse scheme in the case study [Section
4.2.6.5].

4.2.5 Signal Separation—It is emphasized in the preceding section that in this
representation, selection mechanisms are defined as methods for separating a combination of
signals. Such separation is done either for the purpose of attenuating unwanted pathways or in
order to detect multiple pathways in a distinguishable manner. Our treatment of selection
focuses mainly on the first purpose, in that our symbolic notation focuses on signals which are
selected for (as well as signals which are selected against.) However, when more than one class
of signal is selected for, this is accommodated in the representation by simply branching the
magnetization transfer pathway such that the observed NMR spectrum is considered a
superposition of the multiple pathways. This is illustrated with the carbon-nitrogen dual HSQC
in the case study.

4.2.6 Nitrogen-Hydrogen Correlation Spectroscopy: A Case Study—Two-
dimensional, nitrogen-hydrogen correlation spectra are perhaps the most widely used NMR
spectra of biological macromolecules. They also comprise a subset of spectra with potentially
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the largest number of variations in how to acquire them. The basic appearance of the nitrogen-
hydrogen correlation spectrum is a two-dimensional plot, with the x-axis containing the proton
resonance frequencies, and the y-axis containing nitrogen resonance frequencies. A crosspeak
appears at the corresponding intersection of frequencies for each NH group in the
macromolecule. While the qualitative level of such information is the same for all such spectra,
the principles behind the magnetization transfer as well as the overall appearance of the spectra
vary greatly between the several different implementations of this basic experiment. We will
use this type of spectroscopy as a case study for demonstrating the utility and practice of our
proposed representation.

The majority of NH correlation pulse sequences use an out-and-back strategy, and can be
approximately described as:

This description serves to illustrate a few important points regarding the notation. First, the
magnetization transfer pathway is an alternating series of STATES and MIXINGS, the states
being referred to by the nucleus involved and the mixings being noted as an arrow with the
corresponding coupling written above. Second, observable states are labeled according to the
Ernst convention for incrementable time periods (for example, t1: being the first incrementable
time period described in the model)†. Third, coupled nuclei which are decoupled during a
particular state are listed in parentheses below. Treatment of couplings are discussed in more
depth in the following section.

As listed in Table 2, nuclei listed in the STATE period are defined by two parameters: the
nucleus type and the atomic number. The atomic number parameter is optional; if left out the
most-common spin ½ isotope is assumed.

The MIXING period is defined by essentially one parameter, the type of coupling exploited in
the transfer. The above example shows the notation for scalar couplings. The coupling is
defined not only by the type of coupling, but also the nuclei represented by the coupling as
well as the chemical shift range of the nuclei. The chemical shift range is definable in three
ways: either qualitatively using conventional notation (in the above example ∞ refers to a hard
pulse), semi-quantitatively using a chemical shift range, or rigorously by describing the pulse
profile completely. (No notation is defined for the latter, although the common names,
durations and intensities of selective pulses could be used.)

Such notation is not meant to imply anything regarding the actual delays used in the experiment
as these can be tuned on an experiment-by-experiment basis. As such, no distinction is made
regarding subtle differences in coupling constant nor is any indication made as to what the
actual coupling constant between the nuclei should be. All that is important is that
magnetization is transferred between the two types of nuclei if they share scalar coupling. (Note
additionally, that even though relaxation differences between the H→N and N→H transfers
may warrant differing delays for these two periods, the coupling exploited is still the same.
Similarly, sequences which use relaxation effects [109] or optimal control theory [110] to
establish the antiphase magnetization still exploit the same coupling for polarization transfer.)

†Note that the numbering of the observable states reflects nothing more than the order in which they appear in the notation. As our
notation is an abstract description of pulsed experiments, such numbering does not reflect either the actual order of incrementation in the
executed experiment nor the ordering of data points in the final data matrix.
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4.2.6.1 Couplings and Decoupling: The explicit coupling and decoupling of nuclei are
accounted for by denoting the coupled nuclei in parentheses either above (active coupling) or
below (active decoupling) the ‘observable’ nucleus. If a potentially coupled nucleus is not
listed in either location, the coupling is assumed to be active if present. (An example of this
would be 13C decoupling during the 15N evolution period. In samples without 13C labeling,
the decoupling pulse is not normally included leading to a situation in which the carbon nucleus
is neither actively coupled nor actively decoupled. In this situation, the carbon nucleus would
be coupled for samples with 13C labeling and uncoupled for samples without.)

The representation of couplings can be illustrated more clearly by examining a TROSY
implementation of the HSQC.

While the major incentive for using the TROSY sequence [111] is the decrease in transverse
relaxation and subsequent narrower spectral lines, from a magnetization transfer standpoint a
second key attribute of the TROSY sequence is the couplings which are selected for. In
principle, the TROSY sequence provides a method for selecting either the high- or low-field
components of the coupling. Relaxation benefits are realized when selecting the upfield proton
component along with the downfield nitrogen component. Our notation uses the up and down
arrows to specify the high- and low-field frequency components‡ of a coupling.

When both components appear, the notation i or a is used to distinguish whether the
components are in-phase or anti-phase. In the absence of notation, in-phase coupling is
assumed. There is an apparent correspondence between this coupling terminology and the
coherence which is being evolved as defined by the product operator formalism (HαNy: ↑;
HβNy: ↓; HzNy: a; and Ny: i). However, appropriate phase cycling and addition of transients
can alter the apparent coupling pattern observed. An example of this would be the sensitivity
enhancement sequence [99] in which HzNy evolution results in in-phase coupling.

Although not presented, a similar notation could be developed for distinguishing more
complicated multiplet components than encountered here.

4.2.6.2 Inversion Recovery 1H T1 relaxation: The NH correlation experiment is also useful
in monitoring amide proton relaxation. A common method for obtaining the relaxation rates
is to precede the experiment with an inversion pulse. The following would describe such an
experiment using a Bilinear Rotation Decoupling (BIRD) [112] inversion pulse to selectively
invert protons which are scalar coupled to 15N nuclei:

‡The high- and low-field components originate from the up and down nuclear spin states, and therefore the two components can be
distinguished either by the spin state or the spin energy. However, the relationship between the spin state and energy is complicated by
its dependence on the gyromagnetic ratio, which can be either positive or negative, depending on the nucleus. In order to simplify the
representation from a user’s perspective, we choose to distinguish based on the more concrete energy state rather than the more theoretical
spin state, although it must be emphasized that a pure correspondence and therefore a simple transformation exists between the two
representations.
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where ‘z’ represents longitudinal magnetization, ‘y’ represents transverse magnetization, and
‘c’ represents a scaling of the magnetization imposed by the variable relaxation delay, t1). The
preceding description illustrates that longitudinal as well as transverse relaxation can be
represented with this notation. Importantly, it also demonstrates that the coupling evolved
during the mixing period (in this case JNH) does not necessarily define the flanking nuclear
states. In this example, the coupling dictates that only protons coupled to nitrogens are phase
inverted (p), without transferring the magnetization through the nitrogen. Only successive
mixings (t) transfer the magnetization to the heteronucleus and back again. An additional
portion of the notation is added, the convolution state of the observed data can be defined; in
this example S refers to States phase incrementation, RK refers to the Rance-Kay mechanism
of sensitivity-enhancement [99] and N refers to no convolution. Additional types of
convolution can be defined for measuring multiple quantum states (ZQ/DQ)[113], coupling
information (J) [42] or combinations of chemical shifts as is done with accordion spectroscopy
[114].

4.2.6.3 Alternative mixings and simultaneous acquisition: The 3D NOESY-HSQC is useful
to demonstrate how alternative mixing types can be easily represented:

NOE transfers are labeled similarly to polarization transfer. Simultaneous selection of the
carbon and nitrogen HSQC is noted by a branch in the pathway.

4.2.6.4 HSQC vs. HMQC: There are two major coherence transfer mechanisms, single and
multiple quantum, for generating an NH correlation spectrum. From a product operator
standpoint, the HSQC and HMQC sequences differ on the coherence state during evolution,
the HSQC evolving single quantum coherence and the HMQC evolving multiple quantum
terms [115].

The previous description above using our representation does not distinguish between these
two coherence pathways, the reason being that regardless of the coherence order, it is the same
scalar coupling which is being exploited for the transfer. However, the qualitative distinction
between the two spectra is conveyed once relaxation terms are added to the notation as follow:
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Thus, the distinction between HSQC and HMQC spectra becomes primarily one of relaxation
mechanisms rather than transfer mechanisms.

However, an additional difference between the single and multiple quantum pulse sequences
is the evolution of 1H-1H couplings during t1 in the MQ experiment. This coupling does not
evolve during the t1 evolution time of the single quantum (HzNy) experiment, but does evolve
in the multiple quantum experiment as the multiple quantum coherence is a mixed state of
both 1H and 15N magnetization (HxNy). This representation treats such coherence as that of a
mixed state, containing components of both pure states. The notation would be as shown below:

There are a few key points illustrated in the above notation. First, the mixed state is identified
as a side-by-side representation of the two pure states. Second, 1H-1H coupling is illustrated
by noting 1H coupling above the 1H portion of the mixed state, while 1H-15N decoupling is
illustrated by noting 1H decoupling below the 15N portion of the mixed state. Third, the result
that t1 captures 15N evolution and not 1H evolution is conveyed by the additional term for the
t1 evolution period. In such a manner, many complex evolutions can be described such as 15N
+1H which might be found in accordion spectroscopy.

4.2.6.5 Selection Filters: Mixings can be used to select against pathways rather than to select
for pathways.

Above is a description of a TANGO (Testing for Adjacent Nuclei with a Gyration Operator)
[108] selection of HN magnetization, followed by a gradient to destroy the HN magnetization,
followed by a 1H-1H NOESY experiment to effectively filter out amide protons. The use of a
selection filter is signified by the bar over the mixing transfer.

4.2.7 Conceptual Data Model—The conceptual data model (CDM) shown in Fig. 1 is
semantically equivalent to the proposed notational representation for pulse sequences. The key
components relating to pulse sequences are contained within the green box. The central entity
of this new model, the pulse sequence (N_PulseSequence), is composed of a series of
magnetization states (N_PS_States) as depicted with the semi-formal notation. Each state
within the pulse sequence is described with the various attributes outlined in Table 2. Some
states within the pulsed experiment are related to each other as being the input and output states
of mixing periods. This relationship is delineated as the two-to-many relationship in Fig. 1
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between N_PS_States and N_PS_Mixings. As with the N_PS_State entity, the N_PS_Mixing
entity records all the relevant attributes outlined in Table 2.

As discussed in the introduction, a key requirement for the conceptual data model is that it
relates the information content of the spectrum to the sample meta-parameters. This is
accomplished by linking an execution of a pulsed NMR experiment (N_PS_Execution) to a
biological sample (B_Sample). This relationship between the pulse sequence and the sample
connects the entity-relationship model presented here to that proposed previously for
describing the conformation of proteins [23] as shown in Fig. 1. Through this connection, the
configuration and execution of a pulse sequence is related to all of the molecular attributes of
the sample (chemical shifts, couplings, chemical bonds and molecular structure) which affect
the information content and organization of the NMR spectrum.

5. Convert time data to frequency and assign peaks
The layout in the frequency domain is important for the computational tools to understand
where the chemical shifts of signals are expected to appear within the spectral matrix – which
is critical in order to utilize the isotope labeling patterns for guidance in spectral data collection,
reconstruction and analysis.

After NMR data are collected the spectra must be reconstructed and analyzed. There exist a
wide variety of different methodologies for processing time domain data and converting it into
the frequency domain. The end result requires inspection, visualization, and contextualization
in terms of a protein’s amino acid sequence. Thus, one of the major computational challenges
in NMR is data visualization, since many spectral data types are multidimensional. In the end,
tools such as NMRPipe and the Rowland NMR Toolkit output frequency domain data which
can be imported into popular peak analysis and assignment tools.

There are a wide variety of such programs, and the availability of novel tools and algorithms
for dealing with visualization of spectral information continues to increase every year.
Common tools include NMRDraw, XEASY, CARA, SPARKY, and NMRViewJ [116–119].
We briefly discuss the numerical content of such spectra, as well as the conventional methods
for visualization and analysis of common spectra.

5.1 The Numerical Content of FID data
File formats describe multiple free induction decays accumulated from one pulse sequence
where variable time delays are present, and it is these “time delays” which yield higher
dimensional data. Different variable delay times will select different subsets of nuclei for
measurement (individual nuclei precess at different rates). Ultimately, these differences allow
for distinction of nuclei in multidimensional spectra of large molecules. Thus, NMR spectra
comprise a n-dimensional cube which is a set of numbers which have amplitudes (which yield
biophysical information) that are distributed across multi-dimensionally-delayed times.

The conversion of this information to the frequency domain finally yields a hyper-cube of
“peaks” - or correlated atomic events induced by the pulse sequence, which can be interpreted
in the context of a protein structure or a protein’s dynamics.

5.2 Spectral Processing
Numbers are spread across FID files in numerical chunks or “blocks”. Individual numbers in
FIDs have different meaning throughout the processing workflow. Consider a 2D FID,
collected in two spectrometer channels. For any given dimension, there are “real” and
“imaginary” numbers (corresponding to distinct channels, which might be called “A” and “B”).
Once converted to the frequency domain, there are still “real” and “imaginary” components
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for each fid data point, but those numbers do not correspond to the same semantics. Thus, we
find that the imaginary components of frequency domain information can often be discarded
after processing is completed.

5.3 Spectral Visualization
A common goal of multidimensional spectral analysis involves the correlation of resonances
spanning multiple pulsed NMR spectra. Once time domain data is converted into the frequency
domain, information from different spectra are “conceptually” merged (i.e. in the mind of the
spectroscopist) in order to build a hyper-dimensional spectral information space [120] which
spans different atomic relationships derived from pulse sequences. It is important to remember
that n dimensional NMR spectra have n+1 dimensions which are viewed in the frequency
domain. For example, a 1D spectrum is viewed in terms of chemical shift vs. amplitude. In 2D
experiments, we have three axes, two of which correspond to chemical shifts for the two pulsed
nuclei, and a third amplitude.

For precision, it is necessary to work in one or two spectral data axes at a time for many
analytical tasks (i.e. peak volume estimation, residue specific peak assignment), but it is
ultimately necessary that all such tasks retain their context in terms of other data, and it is this
necessity that gives rise to a conceptual hyper-dimensional space in multidimensional NMR.

We briefly consider the different visualization schemes associated with three common spectra,
HSQC, HNCA, and NOESY spectra in terms of this hyper-dimensional space. We choose these
spectral types not because they are more fundamental then others, but rather, because they
require three unique visualization and analysis methods, and are exemplary of the wide variety
of data integration tasks necessary for the structural analysis of proteins by NMR. Finally, we
integrate these molecular “perspectives” in the context of our broader review, that is, in terms
of NMR pulse models, and amino acid sequences (Fig. 2). We summarize this view of the
integrated nature of NMR analysis in Fig. 3.

5.3.1 N-HSQC—In order to describe the way structural information is gleaned from N-
HSQC-NOESY and HNCA spectra, the N-HSQC must be addresed first. The N-HSQC
experiment generates a two dimensional spectrum which measures chemical shifts for
hydrogen atoms which are directly bonded to nitrogen atoms, and is often used as a molecular
signature. Within the concept of the hyperdimensional spectrum, the HSQC experiment is used
to correlate the data from HSQC-NOESY and HNCA spectra by providing a shared 2-
dimensional plane (HN – N).

Multiple HSQCs can also be collected for a protein in different chemical states, and such data
sets can be used to study molecular function. For example, ligand interactions or protein
unfolding (i.e. in the presence of a denaturant) have been monitored via integration of signals
in multiple HSQC spectra [18,121].

As stated above, each peak in the HSQC represents an N-HN pair. The HSQC does not yield
information about which N-HN pair within the protein corresponds to which crosspeak in the
spectrum, however. This relationship is determined from HNCA (or HNCA-like) experiments.

It is critical to note that we treat the Nitrogen-HSQC as a reference spectrum because that is
convention, but not because of any intrinsic property of the N-HSQC as a reference spectral
experiment. The basis for multidimensional data correlation and integration in NMR is not
dependant on the HSQC directly, but rather, dependent on the fact that spectra share some
subset of common axes, which thus allow their hyperdimensional integration. One could easily
pick another pulse sequence as the reference set for an experiment. The fact that HSQCs are
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relatively simple to collect, and feature individual peaks for each NH containing residue make
them a convenent reference point.

5.3.2 HNCA—For peaks obtained in an HSQC we must determine corresponding residues.
The HNCA experiments resolve this ambiguity by reproducing a “higher dimensional” HSQC
which adds a third dimension for the carbon alpha atom. Measurement of carbon alpha signals
by the HNCA pulse enables reconstruction of the chemical shift mappings in the linear
sequence of a protein. The HNCA pulse can obtain carbon alpha signals for the i-1 and i residues
in each of a protein’s amino acids (at least under ideal conditions). Thus it is often the case that
data from the HNCA spectrum is visualized in “strips”, or lined up spectral slices, which
correspond to the linear sequence of the protein under study.

It is important to note here that the HNCA is not always sufficient to get a residue’s preceding
alpha carbon in HNCA experiments (in some cases, a trailing carbon may not have a strong
enough signal, and thus the linear peptide chain of carbon alphas cannot be reconstructed
completely), and thus a wide variety of other pulse sequences have been adopted to accomodate
less sensitive experimental conditions. Extending this to its logical limit, there are libraries in
existence which can specifically target all of the 20 individual amino acids [122,123], which
can be used in unique scenarios in which certain pulsed nuclei are unavailable (e.g. with
residues such as proline).

5.3.3 HSQC-NOESY—Once we know which residues correspond to which H-N cross peaks,
we can determine physical constraints to a protein structure using HSQC-NOESY derived
spectral data. NOESY spectra take advantage of the fact that hydrogen nuclei in close proximity
to one another have a characteristic, through-space interaction. HSQC-NOESY experiments
correlate H-N chemical shifts to through space interactions. HSQC-NOESY data are three
dimensional, however it is common to look at the H-H plane of a NOESY experiment in order
to analyze these interactions. In the case of NOESY information where peak integration is
required, crosspeak boundry definition is an important visualization task.

We thus find that three key spectra which are commonly collected require different
visualization schemes, in spite of the fact that those spectra all share a 2-dimensional plane
(HN – N).

5.3.4 Visualization of the (n+1)th Dimension: Contour plots—The notion of 2D and
3D spectra obscures the fact that peaks have amplitudes: a “2D” spectrum refers to the number
of chemical shift dimensions. There is an additional data dimension which corresponds to the
amplitude of peaks in a spectrum. Finer grained analysis of spectra requires visualization of
this dimension. Various tasks require one-dimensional visualization of the amplitude
dimension.

An example of such analysis is peak integration, which is an important aspect of the process
of calculating structural constraints [124]. The integration of peak volumes often requires
detailed analysis [125]. Although it is trivial to calculate the volume under a certain line,
determination of boundaries for a peak can be error prone. For example, consider the case
where two peaks overlap. Integration requires navigation of a spectrum in two dimensions to
find a cross peak of interest, and selection of the lower/upper limits of that peak.

A conventional method for visualization of spectra for these tasks involves either contour
plotting or coloration. In either case, it is common that the contour (or color) variation
correspond to variation in amplitude levels, where as the location on a two-dimensional plane
corresponds to chemical shifts.
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5.4 Summary
Pulsed NMR yields a wide variety of information. Different spectral data types are visualized
in fundamentally different ways. Whereas HNCA-like spectra are often cut into strips, the
HSQC is most often visualized as a single grid. Finally, data from NOESY experiments are
three dimensional, but often require fine grained, lower dimensional analysis for quantification
of individual peak volumes.

6. Conclusions
Fig. 3 illustrates the critical nexus point between the chemical composition of the NMR sample,
the pulse programs which extract signals from specific nuclei within the sample, and the layout
of the spectra themselves. It is this nexus point which may be considered the conceptual task
of peak assignment – establishing a relationship between a subset of nuclei in a sample and a
crosspeak within the spectral layout under the conditions of a particular pulse sequence. The
chemical connectivities of the sample components dictate which pulse sequences will provide
useful information and how they must be configured for optimal results (top right arrow). The
pulse sequence in turn dictates how correlative information about the sample will manifest
itself in the processed spectrum – thus impacting the spectral reconstruction and spectral
analysis workflows (bottom left arrow). The final step – transforming the properties of the
NMR signal (or crosspeak) into biophysical constraints on the sample under study is even more
broad based, as it encompasses all types of biophysical characterizations possible with NMR,
including structure determination, monitoring dynamics, ligand binding, macromolecular
complexes, and chemical titrations.

Traditionally, the correlation of these very diverse semantic data types has been done by the
NMR spectroscopist with the aid of computational tools. In order for computational tools to
improve their usefulness, it is important that the connections between the different semantic
data types be made explicit in a machine readible form, rather than being implicit and relying
on human inference. We are working towards building a unified, relational data model at this
critical nexus point (Fig. 3) so that future computational tools will be better able to assist NMR
spectroscopists in their research.
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Figure 1.
Entity-relationship model for the proposed representation for pulse sequences (left-hand side
panel) and its associations with the conceptual data model for protein conformation [23] (right-
hand side panel). Entities are identified as boxes, relationships between the entities as lines.
The key entities for our representation are those of mixings and states, a mixing being a
relationship between two states, the input and output states. States and mixings are related to
the nuclei with which the magnetization resides and the nuclei involved in the magnetization
transfer, respectively. Similarly, states and mixings are also related to the relaxation
mechanisms which degrade the signal during those periods. The pulse sequence is defined as
a collection of states, ordered by their relationship to mixings. The pulse sequence model is
related to the protein data model through two connections: the execution event, corresponding
to data acquisition, which ties a pulse sequence to a sample; and the chemical labeling pattern
established through the chemical isotope entity.
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Figure 2.
The various spectra collected in an NMR experiment contain related axes, whose common
elements are derived from intersecting nuclei which are targeted by pulse sequences. The figure
shows two spectra intersected, a 2D HSQC (right portion) and a 3D HNCA (left portion). The
pulse sequence nuclei, which result in the axes in the diagram are shown in terms of the
chemical structure (upper right). Correlations for the N-HSQC (blue) and HNCA (maroon) are
marked. Visualization of a single HSQC can be done in two dimensions (plus the amplitude
dimension, which has the peak amplitude). NH peaks for two residues are illustrated. These
two residues are assigned to protein residues by correlating CH strips from an HNCA (right)
to their NH dimension, as visualized by the intersecting lines through the NH peaks which end
into the vertical planes emerging out of the C axis cross section. The carbon signals (pink
circles) can be traced back to the HSQC peaks via these lines - demonstrating the “hyper
dimensional” nature of correlation in multidimensional NMR. Higher dimensional NMR pulse
sequences thus target both unknown and known information so as to increase information about
a molecular system in a correlated and incremental fashion.
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Figure 3.
Experimental analyses for NMR span spectral information (bottom left), sequence information
(right) and pulse sequence models (upper left). The integration of these artifacts result in a
nexus of data which are ultimately utilized to estimate the physical properties of a protein’s
conformation and dynamics. See concluding remarks for additional discussion.
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