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Abstract
Summary—Multisensory integration plays several important roles in the nervous system. One is
to combine information from multiple complementary cues to improve stimulus detection and
discrimination. Another is to resolve peripheral sensory ambiguities and create novel internal
representations that do not exist at the level of individual sensors. Here we focus on how ambiguities
inherent in vestibular, proprioceptive and visual signals are resolved to create behaviorally useful
internal estimates of our self-motion. We review recent studies that have shed new light on the nature
of these estimates and how multiple, but individually ambiguous, sensory signals are processed and
combined to compute them. We emphasize the need to combine experiments with theoretical insights
to understand the transformations that are being performed.
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Introduction
One of the most widely recognized benefits of multisensory integration is the improvement in
accuracy, precision or reaction times brought about by the simultaneous presentation of two
or more sensory cues during sensory discrimination and/or detection tasks (e.g., see [1-4] for
reviews). These interactions are often formulated using a probabilistic framework, whereby
sensory cues are weighted in a Bayesian optimal fashion by taking into account both their
reliability and our prior experiences [4-7,8*,9**]. However, there is another important benefit
of multisensory integration: the information provided by an individual sensor is often
ambiguous and can be resolved only by combining cues from multiple sensory sources. Unlike
the first, more widely appreciated multisensory integration benefit, where each cue provides
complementary information about the stimulus, here the brain needs to create unique internal
representations that otherwise do not exist at the level of individual sensors. Given the
complexity of such internal representations, computational hypotheses are essential to help
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understand both what information a neural population encodes and how the new representation
is created.

As a proof of principle, here we review recent studies that examine how multimodal visual,
vestibular and proprioceptive cues are integrated to create distinct representations of self-
motion (i.e., how we move relative to the outside world). First we describe a unique sensory
ambiguity faced by the vestibular system. We then discuss additional ambiguities, including
the distinction of exafference versus reafference and the relationship between reference frames
and the construction of novel internal representations that do not exist at the sensory periphery.

Multimodal integration for the estimation of inertial motion and spatial
orientation

An example of multimodal integration necessary to resolve a peripheral sensory ambiguity and
create novel sensory representations is found in the vestibular system. The ambiguity arises
because the otolith organs, our sensors that detect linear acceleration, transduce both inertial
(translational, t) and gravitational (g) accelerations, such that they sense net gravito-inertial
acceleration (a = t − g) [10-12]. Thus, as illustrated in Fig. 1a, the firing rates of otolith afferents
are ambiguous in terms of the type of motion they encode: they could reflect either translation
(e.g., lateral motion) or a head reorientation relative to gravity (e.g., roll tilt). Clearly, if the
brain relied only on otolith information, one's actual motion could not be correctly identified.

Behavioral studies in humans and monkeys have shown that the brain resolves this sensory
ambiguity by combining otolith signals with extra-otolith rotational signals that arise from
either semicircular canal [13-16] or visual cues [17,18]. Specifically, rotational signals can
provide an independent estimate of head reorientation relative to gravity (g, tilt). The latter can
then be subtracted from the otolith-driven, net acceleration signal (a) to extract an estimate of
translational motion (t) (Fig. 2). Neural correlates of the solution to this sensory ambiguity
have been described in Purkinje cell activity in the caudal vermis of monkeys [19**] as
illustrated in Fig. 1b: modulation was strong during translation but weak during tilt. Individual
neurons in the vestibular and deep cerebellar nuclei typically reflected only a partial solution
(Fig. 1c) [10,20,21].

Guided by theoretical insights [22,23], these experiments also showed how multimodal sensory
signals from the otoliths and canals were processed. To solve the ambiguity problem, a simple
linear summation of sensory signals is inappropriate. Instead, the way otolith and canal signals
must combine is head-orientation-dependent: head-centered canal signals must be transformed
into a spatially-referenced estimate of the earth-horizontal rotation component (ωEH) [19**,
20,22,23]. In addition, because for small tilt angles otolith activity is proportional to tilt
position, whereas canals encode angular velocity, canal-derived estimates of ωEH should be
temporally integrated (g ≈ ∫ ωEH;Fig. 2) to match up with otolith signals [14,22]. Indeed,
translation-encoding Purkinje cells in the caudal vermis show evidence for both of these
transformations [19**].

Collectively, these studies have emphasized the importance of combining experiments with
theoretical approaches to understand how individual sensory cues must be transformed to create
new but valuable central representations. Next we consider how similar issues arise in
considering the problems of distinguishing active from passive movement.
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Exafference versus reafference: Distinguishing visual and vestibular motion
signals that are self-generated from those that are externally applied

An important challenge for sensory systems is to differentiate between sensory inputs that arise
from changes in the world and those that result from our own voluntary actions. As pointed
out by von Helmholtz [24], this dilemma is notably experienced during eye movements:
although targets rapidly jump across the retina as we move our eyes to make saccades, we
never see the world move over our retina. Yet, tapping on the canthus of the eye to displace
the retinal image results in an illusionary shift of the visual world. To address this problem von
Holst and Mittelstaedt [25] proposed the “principle of reafference”, where a copy of the
expected sensory activation from a motor command is subtracted from the actual sensory
signal, thereby eliminating the portion of the sensory signal resulting from the motor command
(termed “reafference”) and isolating the portion of the sensory signal arising from external
stimuli (termed “exafference”). The latter can then be used to generate a perception of events
in the outside world. In the case of estimating self-motion, the brain must eliminate visually-
or vestibularly-driven motion information that results from our own head and eye movements.
This problem can be considered as a sensory ambiguity that needs to be resolved, as no sensor
can distinguish between exafference and reafference on its own; only by combining sensory
signals with information about intended motor action can this ambiguity be resolved.

Recent neural recording studies in monkeys [26-30] have provided solid evidence that, unlike
vestibular afferents, second-order vestibular neurons in the brainstem have attenuated
responses (or none at all) to vestibular stimuli generated by active head movements.
Importantly, they also delineated how such a selective elimination of vestibular signals is
achieved. Neither neck motor efference copy nor proprioception cues alone were sufficient to
selectively suppress reafference [29,30]. Instead, in a clever experiment Roy and Cullen [30]
eliminated the vestibular signal during an active head movement by simultaneously passively
rotating the head in the opposite direction, thereby ensuring that even though the head moved
relative to the body it remained stationary in space. This approach unmasked the presence of
an underlying reafference “cancellation” signal that was generated only when the activation
of neck proprioceptors matched the motor-generated expectation (Fig. 3).

The problem of distinguishing exafference versus reafference is equally important for
interpreting visual signals. Visual information, such as optic flow, can be used to judge self-
motion under certain conditions [31,32]. However, visual signals alone are typically
insufficient because retinal patterns of optic flow are confounded or contextually modified by
changes in eye or head position. Psychophysical studies indicate that despite this confound
human observers can accurately judge heading from optic flow, even while making smooth
pursuit eye movements that distort the flow field [33-35]. This ability implies that the neural
processing of optic flow signals must somehow take into account and cancel the visual motion
caused by self-generated eye and head movements.

A number of recent neurophysiological studies in monkeys have investigated whether such
compensation occurs in extrastriate visual areas such as the medial superior temporal (MST)
and ventral intraparietal (VIP) areas. Neurons in these areas have large receptive fields and are
selective for the speed and direction of visual motion stimuli. Consequently, areas such as MST
and VIP appear to be optimal for the analysis of whole-field optic flow stimuli such as those
experienced during self-motion (see review by [36]). Inaba et al. [37**] and Chukoskie and
Movshon [38**] compared the speed tuning in medial temporal (MT) and MST cells when
optic flow stimuli were presented during fixation versus pursuit. They found that whereas most
MT cell responses were more consistent with encoding the total optic flow signal (i.e.,
exafference and reafference) the tuning curves of many MST cells showed at least partial
compensation for the optic flow component caused by the eye movement. However, such
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compensation was incomplete for most MST neurons, suggesting that further computations
take place in downstream areas [38**]. Other studies have measured how MST and VIP
estimates of simulated heading direction (i.e., encoding of the focus of expansion of an optic
flow field) are affected by pursuit eye movements [39-44]. These studies have also reported
partial, but incomplete, compensation for shifts in the focus of expansion on the retina caused
by pursuit eye movements.

The exact nature of the reafference “cancellation” signal used in these cortical visual areas,
and the extent to which it resembles that uncovered in the vestibular brainstem, nonetheless
remains poorly characterized. Future studies should thus more quantitatively examine what
visual motion parameters MST/VIP populations (and potentially those in other visual motion-
sensitive areas) encode and how efference copy and/or eye proprioceptive information must
be processed to create these representations.

Sensory integration for novel internal representations and the role of
reference frames

As outlined above, peripheral sensory representations are often limited by the particular
properties of the sensors. For the example topic of self-motion we highlight in this review, note
that peripheral vestibular signals encode the motion of the head. However, daily tasks such as
navigating during locomotion, executing appropriate postural responses and planning
voluntary limb movements often require knowledge of the orientation and motion of the
body. Vestibular signals provide ambiguous information in this regard, as the vestibular sensors
are stimulated in a similar fashion regardless of whether the head moves alone or the head and
body move in tandem. Similarly, neck proprioceptors are stimulated similarly if the body
moves under the stationary head or the head moves with respect to the body. Signals from both
sensory sources must therefore be combined to distinguish motion of the body from motion of
the head (Fig. 4a). A complicating factor in combining signals from the two sources is that
they are attached to different body parts such that the motion signals they encode depend on
how the head is statically oriented with respect to the body. For example, because the vestibular
sensors are fixed in the head, the way in which individual sensors are stimulated for a given
direction of body motion is head-orientation-dependent. This suggests that, to correctly
interpret the relationship between the pattern of sensory vestibular activation and body motion,
vestibular signals are likely to undergo a reference frame transformation from a head-centered
towards a body-centered reference frame. Such a computation requires a nonlinear interaction
between dynamic vestibular estimates of head motion and static neck proprioceptive estimates
of head orientation with respect to the body (Fig. 4a). Importantly, the combination of dynamic
neck proprioceptive signals that indicate a given head/body motion might also vary as a
function of current head orientation and thus might need to undergo similar types of
transformations to match up spatially with vestibular signals (e.g., see [45**])

In keeping with the need for such reference frame transformations, a mixture of head and body
reference frames for encoding vestibular signals has been reported in the rostral medial region
of the deep cerebellar nuclei, known as the rostral fastigial nuclei [46,47]. These experiments
measured neural responses to vestibular stimulation in monkeys when the head and body were
moved in tandem as the static orientation of the head relative to the body was systematically
varied. They showed that neural responses varied with head position in a manner consistent
with a partial transformation of vestibular signals from head to body-centered coordinates. For
example, as shown by Kleine et al. [46] (Fig. 4b), neural responses to rotation about a head-
centered (pitch/roll) axis typically varied as a function of body re head orientation (Fig 4b;
compare responses across each row) but were often similar when compared for rotations about
a common body-centered axis (Fig. 4b; compare responses in blue and green boxes) illustrating
that many cells encoded vestibular signals in a frame closer to body- than head-centered.
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However, while these experiments examined in what reference frame vestibular signals were
expressed, they did not address what these neurons ultimately encode. In fact, neurons could
be coding either head or body motion in this altered (body-centered) reference frame.

Brooks and Cullen [45**] recently explicitly addressed the question of what motion
represention is encoded by rostral fastigial neurons by testing their responses to different
combinations of vestibular and proprioceptive stimulation during passive rotation about a
single axis. They showed that approximately half of the neurons encoded head and the other
half encoded body motion; that is, they responded both to vestibular stimulation when the head
and body were passively moved in tandem and to neck proprioceptive stimulation when the
body was passively moved beneath the head (Fig. 4c; left, middle columns). Most importantly,
when the head was passively moved relative to the stationary body, they showed that
proprioceptive and vestibular signals combined precisely to cancel one another out (Fig. 4c;
right column).

In considering these experimental results it is important to emphasize that what neurons encode
(i.e., head versus body motion) and the reference frames in which these signals are represented
may be distinct and somewhat independent properties. For example, as noted above, neurons
that show a transformation towards a body-centered reference frame could either encode head
motion (of purely vestibular origin) or body motion (a new signal created by combining
vestibular and proprioceptive information). Conversely, a computed estimate of body motion
need not be encoded in a body-centered reference frame but could instead be represented in a
frame closer to head-centered or neck muscle-centered. At present, the relationship between
the signal coded by rostral fastigial neurons and the reference frame in which it is expressed
remains unknown.

It is also important to make conceptual distinctions between (1) what is being encoded (e.g.,
do neurons carry information about passive head motion or passive body motion?); (2) whether
there is a distinction between exafference and reafference (e.g., do neurons respond similarly
to the same sensory stimulus – be it head or body motion - when it is actively versus passively
generated?) and (3) the reference frames in which the coded signal is represented. Addressing
question 1 requires testing neural responses for multiple combinations of sensory stimuli (all
of which are either active or passive), whereas question 2 requires comparing those responses
during passive versus active movement. Finally, identifying the reference frames in which
central signals are encoded (question 3) requires testing for invariance of spatial tuning of a
given sensory signal or internal motion estimate as static eye, head or body position is varied.

Despite clear conceptual distinctions, these three issues have often been confounded in the
interpretation of experimental results. For example, referring back to optic flow responses in
areas MST and VIP, conclusions regarding what signal is carried by individual neurons (e.g.,
exafference versus reafference) have often been confounded with the issue of reference frames.
On one hand, the tuning of some MSTd/VIP neurons was shown to reflect a partial
compensation for smooth eye and/or head movements [37**,38**,39-42,48], a finding that
shows that these neurons distinguish at least partially between exafference and reafference.
Yet, several studies have used such observations to infer that rather than encoding optic flow
in eye-centered coordinates, neurons are computing a head, body or world-centered optic flow
representation [39,44,48]. Notably, despite an at least partial compensation for pursuit eye
movements (i.e., an exafference/reafference distinction), when Fetsch et al. [49] explicitly
quantified the spatial tuning curves of MST neurons at different initial eye positions (the
experimental manipulation appropriate for characterizing reference frames) they demonstrated
that optic flow was actually encoded in an eye-centered reference frame. Thus, although in
general, reference frame transformations, the creation of novel sensory representations, and
distinguishing exafference from reafference can all occur within the same populations of cells,
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these conceptual distinctions are important before we can thoroughly understand what neurons
encode and how these representations are generated by multisensory integration.

Conclusions
These examples illustrate an important benefit of multisensory integration: the resolution of
peripheral sensory ambiguities and the creation of novel internal representations. Importantly,
we have emphasized that appropriate interpretation of experimental results needs to be
accompanied by the formulation of clear hypotheses encompassing both what neurons should
encode and how multimodal signals should be combined. The resolution of sensory ambiguities
and construction of novel sensory representations may provide an explanation for why
multimodal integration is often observed even at the earliest sensory processing stages in brain
areas typically considered to be associated with a particular sensory modality. These novel
representations might appear at the level of individual neurons or be encoded only at the level
of a neural population. Synthesizing the multitude of diverse observations is particularly
difficult as the functional role of many regions in complex tasks still remains unclear, but
represents an exciting challenge for future work.
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Fig. 1.
Evidence for a neural resolution to the tilt/translation ambiguity. Responses of (a) an otolith
afferent, (b) a Purkinje cell in the nodulus/uvula region of the caudal vermis and (c) a neuron
in the rostral fastigial nucleus during translation, tilt and combinations of these stimuli
presented either in phase to double the net acceleration (“Tilt+Translation”) or out-of-phase
to cancel it out (“Tilt-Translation”). Unlike otolith afferents (a), which provide ambiguous
motion information because their responses always reflect net acceleration, nodulus/uvula
Purkinje cells (b) selectivily encode translation [19**]. Deep cerebellar and vestibular nuclei
cells (c) show intermediate responses, thus reflecting a partial solution to the ambiguity [10,
20,21]. Neural data are replotted with permission from Angelaki et al. [10,50], Yakusheva et
al. [19**] and Green et al. [20].
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Fig. 2.
Schematic representation of the theoretical computations to solve the tilt/translation ambiguity.
Head-centered angular velocity, ω (e.g., from the canals) combines nonlinearly
(multiplicatively) with a current estimate of gravitational acceleration (i.e., tilt) to compute the
rate of change of the gravity vector relative to the head (dg/dt = -ω×g where “×” represents a
vector cross product). For small amplitude rotations, dg/dt represents the earth-horizontal
component of rotation, ωEH (green). Integrating (∫) dg/dt and taking into account initial head
orientation (e.g., from static otolith signals; dotted blue) yields an updated estimate of
gravitational acceleration, g (orange; g = -∫ω×g dt). This g estimate can be combined with the
net acceleration signal, a (blue; from the otoliths) to calculate translational acceleration, t (red).
This schematic is based on solving the equation t=a-∫ω×g dt (e.g., see [22,23]).
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Fig. 3.
Schematic illustration of the proposal of Roy and Cullen [29] for how active and passive head
movements could be distinguished in vestibular neurons. During an active head movement, an
efference copy of the neck motor command (red) is used to compute the expected sensory
consequences of that command. This predicted signal is compared with the actual sensory
feedback from neck proprioceptors (orange). When the actual sensory signal matches the
prediction it is interpreted as being due to an active head movement and is used to generate a
reafference “cancellation” signal (purple; output of “Actual/Predicted Comparison” box)
which selectively suppresses vestibular signals that arise from self-generated movements. By
matching active head velocity with a simultaneous passive head rotation in the opposite
direction, Roy and Cullen [29] eliminated most or all of the sensory vestibular contribution
(green) to central activities during active head movement, unmasking for the first time the
presence of this “cancellation” signal.
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Fig. 4.
Computations to estimate body motion by combining vestibular and neck proprioceptive
signals. (a) Two required computational steps: 1) “Reference frame transformation” (left)
transforms head-centered vestibular estimates of motion into a body-centered reference frame;
vestibular signals must be combined non-linearly (multiplicatively) with static proprioceptive
estimates of head-on-body position. 2) “Body motion computation” (right) involves combining
vestibular estimates of motion with dynamic proprioceptive signals to distinguish body motion
from head motion with respect to the body. For descriptive purposes the two sets of
computations are illustrated serially as distinct processing stages. However, both computations
could occur in tandem within the same populations of neurons. (b) Reference frame experiment
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in which head versus body-centered reference frames for encoding vestibular signals were
dissociated by examining rostral fastigial neuron responses to pitch and roll rotation for
different trunk re head orientations (i.e., trunk left, center and right). Blue and green boxes
indicate rotations about common body-centered axes. Data replotted with permission from
Kleine et al. [46] (c) Evidence for coding of body motion in the rostral fastigial nuclei
[45**]. The example cell exhibited a robust response to body motion both during passive
whole-body rotation that stimulated the semicircular canals (left) and during passive body-
under-head rotation that stimulated neck proprioceptors, but did not respond to head-on-body
rotation (right), illustrating that vestibular and prioprioceptive signals combined appropriately
to distinguish body motion. Data replotted with permission from Brooks and Cullen [45**].
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