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Abstract
The energetics of the Menshutkin reaction between triethylamine and ethyl iodide have been
computed using B3LYP and MP2 with the LANL2DZ, LANL2DZd, SVP, MIDI!, 6–311G(d,p), and
aug-cc-PVTZ basis sets. Small- and large-core energy-consistent relativistic pseudopotentials were
employed. Solvent effect corrections were computed from QM/MM Monte Carlo simulations
utilizing free-energy perturbation theory, PDDG/PM3, and both a non-polarizable OPLS and
polarizable OPLS-AAP force field. The B3LYP/MIDI! theory level provided the best ΔG‡ values
with a mean absolute error (MAE) of 4.9 kcal/mol from experiment in cyclohexane, CCl4, THF,
DMSO, acetonitrile, water, and methanol. However, the relative rates in cyclohexane, and to a certain
extent CCl4, were determined to be greatly underestimated when using the non-polarizable OPLS
force field. An overall reduction in the MAE to 3.1 kcal/mol using B3LYP/MIDI!/OPLS-AAP
demonstrated the need for a fully polarizable force field when computing solvent effects for highly
dipolar transition structures in low-dielectric media. The MAEs obtained with PDDG/PM3/OPLS
and OPLS-AAP of 5.3 and 3.8 kcal/mol, respectively, provided comparable results to B3LYP at a
fraction of the computational resources. The large rate accelerations observed in the reaction were
correlated to an increased stabilization of the emerging charge separation at the transition state via
favorable solute-solvent interactions.

Introduction
The Menshutkin reaction is regarded as an important example for studying solvent effects upon
the rates of reactions; there have been numerous prior experimental1 and theoretical
investigations.2 Of relevance to this work is kinetic data reported for the Menshutkin reaction
between triethylamine and ethyl iodide (Scheme 1) in 39 solvents that covers a rate range of
105.3 The solvent dependence of the rates as the reaction proceeds from uncharged reactants
to ions is complex and does not simply show increases with increasing solvent polarity. In fact,
the rates in methanol and THF are about the same and 100-times less than in DMSO. In order
to elucidate these dramatic kinetic effects at the atomic level, calculations at the B3LYP and
MP2 theory levels have been carried out using multiple basis sets and pseudopotentials, e.g.,
LANL2DZ, LANL2DZd, SVP, MIDI!, 6–311G(d,p), and aug-cc-PVTZ. Changes in solvation
along the reaction path were fully characterized in three major classes of solvents: nonpolar
aprotic (cyclohexane and CCl4), dipolar aprotic (THF, DMSO, and acetonitrile), and polar
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protic (methanol and water), by utilizing QM/MM Monte Carlo simulations featuring the
PDDG/PM3 semiempirical method and a non-polarizable OPLS force field. The Menshutkin
reaction can also provide a dramatic illustration of the effect of solvent polarizability on the
rates of reaction in low-dielectric media since the dipole moment for the transition state is ca.
7.0 D.3 Thus, solute geometries and ΔG‡ for the reactions were also computed using a
polarizable OPLS-AAP version of cyclohexane, CCl4 and THF. Comparison among theory
levels to complementary experimental results is given and further insight into solvent effects
on the reaction is provided.

Computational Methods
Mixed quantum and molecular mechanical (QM/MM) calculations, as implemented in BOSS
4.7,4 were carried out with the reacting system treated using the PDDG/PM3 semiempirical
molecular orbital method.5 PDDG/PM3 has been extensively tested for gas-phase structures
and energetics, and has given excellent results in solution-phase QM/MM studies for a wide
variety of organic and enzymatic reactions.6 The solvent molecules are represented with the
TIP4P-Ew water model7 and the united-atom8 and all-atom OPLS force field9 for the non-
aqueous solvents. The periodic and tetragonal systems consisted of the reactants, plus 395 non-
aqueous solvent molecules or 740 molecules for water. Ewald summations were used in
conjunction with TIP4P-Ew for the aqueous simulations. To locate the minima and maxima
on the free-energy surfaces, two-dimensional free-energy maps were constructed for each
reaction in solution using the lengths of the two transforming bonds, RCN and RCI, as the
reaction coordinates (Figure 1). Free-energy perturbation (FEP) calculations were performed
in conjunction with NPT Metropolis Monte Carlo (MC) simulations at 25 °C and 1 atm. The
reactant state was defined by RCN = 5.0 Å, and the free-energy surfaces were flat in this vicinity.

In the present QM/MM implementation, the solute’s intramolecular energy is treated quantum
mechanically using PDDG/PM3; computation of the QM energy and atomic charges is
performed for each attempted move of the solute, which occurs every 100 configurations. For
electrostatic contributions to the solute-solvent energy, CM3 charges were obtained for the
solute using PDDG/PM3 calculations with a scaling factor of 1.14. This is augmented with
standard Lennard-Jones interactions between solute and solvent atoms using OPLS parameters.
This combination is appropriate for a PM3-based method as it minimizes errors in computed
free energies of hydration.10 Solute-solvent and solvent-solvent intermolecular cutoff distances
of 12 Å were employed based on all heavy atoms of the solute, e.g., oxygens of water and
methanol and the central carbon and sulfur atoms of acetonitrile and DMSO. If any distance
is within the cutoff, the entire solute-solvent or solvent-solvent interaction was included.
Quadratic feathering of the intermolecular interactions within 0.5 Å of the cutoff was applied
to soften the discontinuity in energy. Total translations and rotations were sampled in ranges
that led to overall acceptance rates of about 40% for new configurations. Multiple FEP windows
were run simultaneously on a Linux cluster at Auburn University.

Density functional theory (DFT) and ab initio calculations using the B3LYP and MP2 methods,
11 respectively, with varying basis sets were also used to characterize the transition structures
and ground states in vacuum using Gaussian 03.12 The QM calculations were used for geometry
optimizations and computations of vibrational frequencies, which confirmed all stationary
points as either minima or transition structures and provided thermodynamic corrections. All
DFT and ab initio calculations were carried out on computers located at the Alabama
Supercomputer Center.

Acevedo and Jorgensen Page 2

J Phys Chem B. Author manuscript; available in PMC 2011 July 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Results and Discussion
Structures

Changes in free energy were calculated by perturbing the distances between the reacting
nitrogen and carbon atoms (RCN) and carbon and iodine atoms (RCI) of the triethylamine and
ethyl iodide Menshutkin reaction (Figures 1 and 2). The initial ranges for RCN and RCI were
1.7 – 2.7 Å and 2.4 – 3.1 Å, respectively, with an increment of 0.05 Å. Each FEP calculation
entailed 5 million configurations of equilibration followed by 10 million configurations of
averaging. The transition state was readily located and its corresponding region on the free
energy surface was recomputed using increments of 0.01 Å. This provided refined geometries
(± 0.02 Å) for the reaction in seven solvents of varying polarity (Table 1). The simulations
predicted earlier transition structures correlated to increasing solvent polarity. For example,
the reaction in DMSO yielded considerably longer making/breaking RCN and RCI bond lengths
of 2.80 and 2.40 Å compared to gas-phase values of 2.64 and 2.05 Å. The RCN reaction
coordinate was particularly sensitive to polarity as the polar aprotic and protic solvents
predicted considerably earlier transition structures compared to the lowest dielectric media,
i.e., CCl4 and cyclohexane (Table 1). The addition of polarizability to the low-dielectric solvent
models also yielded earlier transition states compared to the same non-polarizable solvents.
For example, the non-polarizable OPLS-AA force field gave a reacting RCN distance of 2.10
Å for both CCl4 and cyclohexane, however, the inclusion of polarizability increased the
distances to 2.23 and 2.28 Å, respectively. In addition, the polarizable THF model also gave
an earlier RCN transition structure distance of 2.36 Å compared to 2.25 Å for the non-
polarizable version.

Energetics
Computing the activation barriers for the Menshutkin reaction required ca. 200 FEP
simulations per free energy map, e.g., Figure 2. In addition, further FEP calculations were
required to refine the transition structures. As a result, the number of single-point QM
calculations necessary to compute the final ΔG‡ was well over 50 million per solvent.
Consequently, use of fast QM methods such as PDDG/PM3 is the only viable option to
investigate these liquid-state simulations using the on-the-fly QM/MM/MC methodology. The
computed activation barriers for the Menshutkin reaction in solution are summarized in Table
2. The agreement between the PDDG/PM3 results and experiment are generally good;
however, the ΔG‡ values were dramatically overestimated in non-polar solvents, e.g.,
computed ΔG‡ of 41.2 kcal/mol in cyclohexane compared to the experimental 26.6 kcal/mol.
3 Error ranges in the calculated free-energy values are estimated to be 0.6 kcal/mol from
fluctuations in the ΔG values for each FEP window using the batch means procedure with batch
sizes of 0.5 million configurations.4

While the errors in the low-dielectric media were determined to be primarily a consequence
of use of the non-polarizable force field (see “Polarization Effects” section below), it would
be adventageous to incorporate ab initio and density functional theory (DFT) methods into the
solution-phase calculations for further comparisons. However, for proper study of organic
reactions it is imperative that extensive sampling of the reactants and solvent molecules be
carried out to obtain configurationally averaged free-energy changes.6 Without adequate
sampling, ab initio QM/MM methods have been shown to give significantly varied reaction
and activation energies on similar configurations.13 Alternative approaches for computing
solvent effects could include the use of a continuum solvent model14 or a “QM + MM” method
featuring a minimum-energy reaction-path from ab initio calculations in the gas phase followed
by importance sampling or FEP calculations in an explicit solvent box. Neither alternative is
ideal as previous studies utilizing continuum-based treatments have revealed deficiencies in
predicting rate differences between protic and aprotic solvents6 and the “QM + MM” approach
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relies on gas-phase reaction-path geometries which differ substantially from structures in
solution (Table 1). Additional computational models for studying solvent effects are available,
including the empirical valence bond (EVB),15 modern valence bond theory (MOVB) method,
16 and ONIOM method,17 which could potentially provide accurate energies. For example,
prior work by Dillet et al. utilized a custom continuum model to study solvent effects on the
Menshutkin reaction between ammonia and methyl chloride that provided results comparable
to explicit solvent models.2h

The present QM/MM/FEP/MC calculations were used to obtain free energies of solvation,
ΔGsolv, for the Menshutkin reaction in 7 different solvents by taking the difference in free-
energy from a PDDG/PM3-based FEP/MC gas-phase simulation and the solution-phase
energies computed in Table 2. Since the same computational approach is used for both the gas-
phase and solvated simulations, most errors including any deficiencies in the PDDG/PM3
method are expected to largely cancel out. ΔG‡ values computed from gas-phase B3LYP and
MP2 theory levels (Tables 3 and 4) were then corrected using the corresponding ΔGsolv values.
To properly treat the large number of electrons present in iodine with QM methods, different
basis sets were tested including ones using frozen-core approximations and relativistic
pseudopotentials. Gaussian 03 has built into the program multiple basis sets capable of treating
iodine, and in the present study the LANL2DZ,18 SVP,19 and MIDI!20 basis sets were tested.
In addition, the 6–311G(d,p),21 LANL2DZd,18 aug-cc-PVTZ-PP,22 and SDB-aug-cc-
PVTZ23 basis sets for iodine were obtained from the Environmental Molecular Sciences
Laboratory (EMSL) Basis Set Exchange Database.24 The B3LYP, MP2, and PDDG/PM3
methods all predicted similar ΔG‡ gas-phase values of ~ 35 – 40 kcal/mol for the reaction
between triethylamine and ethyl iodide (Table 3). However, B3LYP using mixed basis sets of
6-31+G(d,p) and aug-cc-PVDZ for C, H, and N, and the small-core (PP) and large-core (SDB)
energy consistent relativistic pseudopotentials22,23 with aug-cc-PVTZ on I yielded higher
ΔG‡ values of ~ 40 – 45 kcal/mol for the gas-phase Menshutkin reaction (Table 4).

Polarization Effects
The strong ion-molecule interactions that develop at the charge-separated transition state of
the Menshutkin reaction implies that a polarizable force field may be required for proper
treatment of solvent effects, particularly in low-dielectric media.25 Accordingly, inducible
dipoles were added to the non-hydrogen atoms in THF, CCl4, and cyclohexane in a similar
fashion to our recent study on anion-phenol complexes.26 Briefly, the electric field that
determines the inducible dipoles is computed from the permanent charges using Eq. 1, and the
polarization energy is given by Eq. 2. As the induced dipoles do not contribute to the electric
field, an iterative solution for the dipoles in not required. The addition of induced dipoles to
the all-atom OPLS force field yields OPLS-AAP. The same first-order polarization model has
been used in earlier studies with good success.25–27 Values of 1.0 and 1.5 Å3 were used for
the polarizabilities, αi, on carbon and heteroatoms, respectively, for THF and CCl4.26 For
cyclohexane, an inducible dipole on each carbon with polarizability αC = α(C6H12)/6 = 2.39
Å3 has been shown to accurately reproduce the experimental reduction in the gauche-trans
ΔG for 1,2-dichloroethane upon transfer from the gas phase to cyclohexane and in the ΔG of
solvation of water in cyclohexane.25 Consequently, this value of αC was used in the OPLS-
AAP cyclohexane simulation.

(1)
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(2)

The polarizable cyclohexane solvent model provided a dramatic effect on the ΔG‡ with an
approximate difference of 10 kcal/mol between the OPLS-AAP and OPLS-AA force fields
(Tables 2 and 6). For example, B3LYP/LANL2DZ + OPLS-AAP gave a ΔG‡ of 27.0 kcal/
mol, which is in good agreement with the experimental value of 26.6 kcal/mol in cyclohexane;
3 the unpolarized OPLS-AA version yielded a ΔG‡ of 37.2 kcal/mol. Solvent polarization of
CCl4 gave a more modest drop in ΔGsolv of ca. −2.3 kcal/mol compared to the non-polarized
OPLS version. Higher barriers were predicted for THF compared to the non-polarized version,
e.g. ΔG‡ from PDDG/PM3 increased from 23.1 to 25.0 kcal/mol, when employing the
polarizable force field.

Mean Absolute Error (MAE)
The ΔG‡ MAEs are given in Tables 8 and 9 for the condensed-phase Menshutkin reactions at
different theory levels. The OPLS MAEs were calculated using the non-polarizable solvent
models exclusively; however, the OPLS-AAP MAEs substituted the polarized versions of
cyclohexane, CCl4, and THF in addition to the non-polarizable water, methanol, acetonitrile,
and DMSO solvent models. The OPLS MAEs were approximately 2 kcal/mol higher than
OPLS-AAP values regardless of the theory level employed (Table 8). The majority of the
OPLS-AAP MAE enhancement came from the substantially improved activation energies
when using the polarized-version of cyclohexane, although improvements in ΔG‡ for CCl4
also contributed. The best performing method was the B3LYP/MIDI!, which gave MAEs of
4.9 and 3.1 kcal/mol for the OPLS and OPLS-AAP, respectively (Table 8). However, the
LANL2DZ and LANL2DZd basis sets with the B3LYP and MP2 methods also provided close
experimental agreement. Notably, the PDDG/PM3/OPLSAAP gave a MAE, 3.8 kcal/mol,
comparable to the best performing theory levels; it also outperformed the B3LYP/6-311G(d,p)
and MP2/LANL2DZd using only a fraction of the computational resources. The use of mixed
basis sets did not offer any advantages over the standard methods in terms of speed or accuracy
(Table 9).

Solvent Effects
To elucidate the origin of the relative rate differences for the condensed-phase Menshutkin
reactions, solute-solvent energy pair distributions were computed. Solute-solvent energy pair
distributions record the average number of solvent molecules that interact with the solute and
the energy associated with those interactions. The energies are obtained by analyzing the QM/
MM//MC results in representative FEP windows near the transition structure and reactants.
The results for the reaction between triethylamine and ethyl iodide are shown in Figure 3 for
water and DMSO. The solute-solvent energy pair distributions in the remaining solvents, i.e.,
CH3CN, THF, CH3OH, CCl4, and cyclohexane, are given in the Supporting Information as
Figures S1–S5. Hydrogen bonding in water and ion-dipole electrostatic interactions in DMSO
are reflected in the left-most region. The most favorable solute-solvent interactions energies
are generally more attractive than −4 kcal/mol, while the large peaks near 0 kcal/mol result
from the many distant solvent molecules in the outer shells.

In aqueous solution, hydrogen bonding is stronger for the transition state owing to the charge
separation present as the ion products begin to emerge. Approximately four additional water
molecules organize themselves in going from the reactants to transition state as quantified by
integrating the corresponding solute-solvent bands. For example, integrating from −15.0 to a
cutoff energy of −4.5 kcal/mol yields 4.6 and 1.1 water molecules interacting with the transition
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structure and the reactants, respectively. If the integration is extended to −4.0 kcal/mol, the
corresponding values are 4.9 and 1.2. Gao reported that increases in the strength and total
number of hydrogen bonds are critical for the stabilization of the transition state and products
for a similar Menshukin reaction, ammonia and methyl chloride, in water.28 However, the
stabilization gained in the present reaction from the favorable electrostatic interactions is
partially offset by the entropy penalty paid for organizing a greater number of water molecules
around the transition state. Dipolar aprotic solvents such as DMSO and CH3CN are not capable
of providing the same intensity of dipole-ion interactions compared to water’s hydrogen
bonding ability, and the non-polar solvents provide no highly favorable solute-solvent
interactions (see Supporting Information Figures S1–S5). However, the reactants in DMSO
and CH3CN were not favorably stabilized, in turn raising the ground-state energy; this may
contribute to the overall lower activation barriers in these solvents relative to water. For
example, in DMSO and CH3CN, the number of solute-solvent interactions at the reactants is
0.2 and 0.0, respectively, when integrated to −4.5 kcal/mol, and 0.5 and 0.1 when integrated
to −4.0 kcal/mol.

Conclusion
A computational mechanistic investigation utilizing different DFT and ab initio theory levels
was carried out for the condensed-phase Menshutkin reaction between triethylamine and ethyl
iodide. Good success in reproducing the experimentally observed free-energies of activation
in 7 solvents, i.e., cyclohexane, CCl4, THF, DMSO, acetonitrile, water, and methanol, was
achieved by applying solvent corrections, ΔGsolv, derived from PDDG/PM3/MM/FEP/MC
simulations. Changes in solvation along the reaction path were fully characterized using both
a non-polarizable OPLS and polarizable OPLS-AAP force field. The agreement between the
B3LYP, MP2, and PDDG/PM3 methods and experiment is generally good; however, the
ΔG‡ values using the non-polarizable force field were greatly overestimated in the non-polar
solvents, i.e., cyclohexane and CCl4. The error was largely resolved by using the polarizable
OPLS-AAP force field. For example, B3LYP/LANL2DZ with OPLS-AAP gave a ΔG‡ in
cyclohexane of 27.0 kcal/mol, which is in close agreement with the experimental value of 26.6
kcal/mol;3 the unpolarized OPLS-AA version yielded a ΔG‡ of 37.2 kcal/mol. The non-
polarized ΔG‡ MAEs were approximately 2 kcal/mol higher than the OPLS-AAP regardless
of the theory level employed; this emphasizes the need for a polarizable force field when
computing solvent effects for highly dipolar transition structures in low-dielectric media.25

The reaction coordinate was particularly sensitive to polarity as the more polar aprotic and
protic solvents predicted considerably earlier transition structures compared to the non-polar
solvents. The present results confirm the general view that the origin of the rate accelerations
observed in the Menshutkin reaction are correlated to the enhanced stabilization provided by
favorable interactions between the solvents and the emerging charge separation at the transition
state.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Reaction coordinates, RCN and RCI, for the Menshutkin reaction between triethylamine and
ethyl iodide. Illustrated structure is the transition structure from gas-phase PDDG/PM3
calculations.
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Figure 2.
Two-dimensional potential of mean force (free energy map; reaction coordinates RCN and
RCI) for the Menshutkin reaction between triethylamine and ethyl iodide in cyclohexane using
the polarizable OPLS-AAP force field. All distances in Ǻ and energies in kcal/mol.
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Figure 3.
Solute-solvent energy pair distributions at 25 °C for the Menshutkin reaction in water (red)
and in DMSO (black). Results for the transition structures are represented by solid lines and
for the reactants by dashed lines.
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Scheme 1.
Menshutkin reaction between triethylamine and ethyl iodide.
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Table 1

Computed Bond Lengths (Å) for the Transition Structures of the Menschutkin Reaction at 25 °C and 1 atm.a

ε (D) RCI RCN

Gas - 2.64 2.05

c-C6H12 2.02 2.70 2.10

c-C6H12-POLb 2.02 2.72 2.28

CCl4 2.24 2.68 2.10

CCl4-POLb 2.24 2.68 2.23

THF 7.58 2.71 2.25

THF-POLb 7.58 2.72 2.36

CH3OH 32.7 2.71 2.55

CH3CN 37.5 2.79 2.45

DMSO 46.7 2.80 2.40

Water 80.1 2.70 2.42

a
From the 2D free-energy maps computed in the MC/FEP simulations and compared to experimental dielectric constants.

b
Polarizable OPLS-AAP force field.
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Table 3

Gas-Phase Activation Barriers (kcal/mol) at 25 °C for the Menshutkin Reaction Between Triethylamine and
Ethyl Iodide.

ΔE‡
0 ΔE‡ ΔH‡ ΔG‡

B3LYP/LANL2DZ 23.0 23.4 22.8 35.3

B3LYP/LANL2DZd a 23.5 23.9 23.3 35.8

B3LYP/SVP 30.3 30.8 30.2 42.6

B3LYP/MIDI! 25.7 26.1 25.5 38.1

B3LYP/6-311G(d,p) a 28.0 28.4 27.9 40.1

MP2/LANL2DZ 22.7 22.9 22.3 35.5

MP2/LANL2DZd a 18.8 19.1 18.5 31.6

PDDG/PM3 - - - 39.4b

a
Basis sets obtained from the EMSL basis set exchange.24

b
MC/FEP result.
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Table 6

Solution-Phase Free Energy Activation Barriers, ΔG‡ (kcal/mol), for the Menshutkin Reaction Between
Triethylamine and Ethyl Iodide.a

THF-POL CCl4-POL c-C6H12-POL

B3LYP/LANL2DZ 20.9 30.8 27.0

B3LYP/LANL2DZd 21.4 31.3 27.5

B3LYP/SVP 28.2 38.1 34.3

B3LYP/MIDI! 23.7 33.6 29.8

B3LYP/6-311G(d,p) 25.7 35.6 31.8

MP2/LANL2DZ 21.1 31.0 27.2

MP2/LANL2DZd 17.2 27.1 23.3

PDDG/PM3 25.0 34.9 31.1

Experimentb 22.7 24.8 26.6

a
Gas-phase QM calculations corrected for solvent effects using the PDDG/PM3/MM/FEP simulations.

b
Ref 3.
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Table 7

Solution-Phase Free Energy Activation Barriers, ΔG‡ (kcal/mol), for the Menshutkin Reaction Between
Triethylamine and Ethyl Iodide Using B3LYP and Mixed Basis Sets.a

C, H, N I THF-POL CCl4-POL Cyclohex-POL

6-31+G(d,p) aug-cc-PVTZ-PP 31.2 41.1 37.3

6-31+G(d,p) SDB-aug-cc-PVTZ 31.0 40.9 37.1

aug-cc-PVDZ aug-cc-PVTZ-PP 26.4 36.3 32.5

aug-cc-PVDZ SDB-aug-cc-PVTZ 26.1 36.0 32.2

a
Gas-phase QM calculations corrected for solvent effects using the PDDG/PM3/MM/FEPsimulations.
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Table 8

Mean Absolute Errors (MAE) in ΔG‡ (kcal/mol) for the Solution-Phase Menshutkin Reactions.

OPLS OPLS-AAP a

B3LYP/LANL2DZ 5.4 3.4

B3LYP/LANL2DZd 5.2 3.2

B3LYP/SVP 7.6 6.1

B3LYP/MIDI! 4.9 3.1

B3LYP/6-311G(d,p) 5.8 4.3

MP2/LANL2DZ 5.4 3.3

MP2/LANL2DZd 7.0 5.8

PDDG/PM3 5.3 3.8

a
Polarized OPLS-AAP force field for THF, CCl4 and cyclohexane only, all other solvents used the non-polarized OPLS.
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Table 9

Mean Absolute Errors (MAE) in ΔG‡ (kcal/mol) for the Solution-Phase Menshutkin Reactions Using Mixed
Basis Sets.a

C, H, N I OPLS OPLS-AAP a

6-31+G(d,p) aug-cc-PVTZ-PP 10.3 8.8

6-31+G(d,p) SDB-aug-cc-PVTZ 10.1 8.6

aug-cc-PVDZ aug-cc-PVTZ-PP 6.3 4.8

aug-cc-PVDZ SDB-aug-cc-PVTZ 6.1 4.6

a
Polarized OPLS-AAP force field for THF, CCl4 and cyclohexane only, all other solvents used the non-polarized OPLS.
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