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We propose a novel approach to resolve simultaneously the distributions of veloci-
ties and concentration of multiple, submicron species in microfluidic devices using
microparticle image velocimetry, and particle counting. Both two-dimensional mea-
surement and three-dimensional analysis of flow fields, from the stacked images,
are achieved on applying a confocal fluorescence microscope. The displacements of
all seeding particles are monitored to determine the overall velocity field, whereas
the multicolor particles are counted and analyzed individually for each color to
reveal the distributions of concentration and velocity of each species. A particle-
counting algorithm is developed to determine quantitatively the spatially resolved
concentration. This simultaneous measurement is performed on a typical T-shaped
channel to investigate the mixing of fluids. The results are verified with numerical
simulation; satisfactory agreement is achieved. This measurement technique pos-
sesses reliability appropriate for a powerful tool to analyze multispecies mixing
flows, two-phase flows, and biofluids in microfluidic devices. © 2010 American
Institute of Physics. �doi:10.1063/1.3366721�

I. INTRODUCTION

Microfluidic devices receive much attention and have been widely used for chemical analysis
and biological applications;1–3 one can conveniently pretreat, manipulate, mix, separate, and ex-
tract samples relying on the behavior of functional microflows in devices with microstructured
channels. A profound understanding of the microflows in these devices is therefore essential for
their optimization. Experimental and numerical approaches are useful to analyze a flow and to
observe its temporal and spatial phenomena in devices. Computational fluid dynamics �CFD� is a
universal tool to characterize the flow dynamics of fluids in devices, but this method is difficult to
apply for calculations on fluids in a full-scale device because of enormous grids �a hardware
limitation� and the drawback of numerical diffusion.

In experiments, a measurement technique is indispensable to dissect the velocity and concen-
tration fields in microdevices. Microparticle image velocimetry4–6 �micro-PIV� and microparticle
tracking velocimetry7 are techniques developed to visualize the velocity field based on advances in
optics and digital image processing. Micro-PIV has been applied to diagnose various flows, such
as transient flow in microfluidic devices, internal flows in a moving droplet, and biological flows.
For concentration fields in microfluidics, the microlaser induced fluorescence �micro-LIF� mea-
surement is an attractive technique, in which the intensity of emitted fluorescence is related to
concentration by assuming a linear proportional relationship between them.8–12 The distributions
of fluids can also be tracked by using the particle distributions.13,14 Baltussen et al.13 used this way
to observe the mixing of fluids in an active micromixer and then determinate the mixing quality
through numerical simulation. Dominik et al. revealed velocity profile and the penetration of fluids
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in a twice-folded microchannel by seeding particles to a partial stream of the flow.14 However, the
velocity profile can only be partially obtained in this way. Other measurements were therefore
needed to obtain the overall velocity field and the quantitative concentration distribution.

The depth of field �DOF� of the microscope plays a significant role in micro-PIV measure-
ment. When the DOF is large, unfocused particles will degrade the quality of the PIV images and
accuracy of velocity prediction. Moreover, investigation of the mixing patterns via particle distri-
bution will also suffer a serious overlapping problem when the DOF is large. A technique termed
confocal fluorescence microscopy that combines confocal microscopy and fluorescence enables
one to capture a relatively small DOF image with a pinhole effectively cutting off light from
out-of-focus plane.15–19 This technique also enables optical slicing that facilitates reconstruction of
three-dimensional �3D� images of microflows with image processing to stack the thin sections
from various depths.

The methods of measuring velocity or concentration fields are several and increasing, but a
technique for simultaneous measurement of species concentration and the velocity of flow patterns
is less explored and developed. The typical measurement always needs two separated experiments
to obtain the velocity and concentration fields,5,19 for instance, a micro-PIV measurement for
velocity field and a micro-LIF measurement for concentration distribution.19 For the mixing of
microfluids, 3D and complicated microflows induced by designed microstructures11,15,20 or active
disturbances21,22 are typically used to boost the mixing or reactions of samples; this coupling of
mass and momentum transport is interesting but lacks detailed investigation. If a reaction of
samples occurs in a microreactor, the outcome depends on the uniformity and the transient varia-
tion of the samples, which are dominated by both flow and concentration fields.

To analyze the velocities and concentrations distributions at the same moment and space, we
therefore propose a novel measuring approach involving micro-PIV and multicolor particle-
counting techniques. This approach is implemented with a confocal fluorescence microscope to
inspect two-dimensional �2D� microflows and to reconstruct 3D microflows in detail. We moni-
tored the motion of seeding particles that possess a varied fluorescence color to reveal an overall
velocity field and the velocity of individual species; the distribution of the particles was then
analyzed with a particle-counting method so as to define the concentration profiles quantitatively.
Such mixing of fluids in a typical T-shaped channel was investigated as a case study through both
measurements and verification with CFD simulation. We demonstrate that this technique tracks
simultaneously the velocity and concentration distributions; it will thus be used to analyze the
mixing mechanisms of complex microfluidic devices and characterize their performance at the
same time; whereas that effect is requiring much time and effort to realize with a typical mea-
surement or a numerical simulations. This technique, furthermore, tracks the velocities of indi-
vidual species, and hence provides information about the interactions between the mass transfer
and the momentum transfer in a microchannel, which is very important in improving the efficiency
of microfludic devices. This approach has several potential applications, such as tracking bio-
chemical reactions by using chemically sensitive and temperature-sensitive particles. We contend
that this approach is qualified to be applicable to track a reaction flow in microdevices, multispe-
cies mixing flow, two-phase flow, and flow of biological fluids such as blood.

II. EXPERIMENTS

A. Apparatus

The simultaneous measurement of velocity and concentration fields was implemented in a
T-shaped microchannel of total length 290 mm; the cross section of the channel is a trapezoid �80,
320, and 440 �m in height, short base, and long base, respectively� because of inaccuracy of
microfabrication. The microchannel was fabricated with a common PDMS �polydimethylsiloxane�
replica-molding technique, briefly described as follows.9,15 A silicon wafer containing a SU-8
�MicroChem� relief structure complementary to the microchannels was fabricated with a photo-
lithographic method. The PDMS layer with a T-shaped channel was then fabricated on casting a
10:1 �by mass� mixture of PDMS precursor and curing agent �Sylgard 184, Dow Corning� against
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the silicon master and curing the mixture at 80 °C over 2 h. After the PDMS layer and a cover
slide were activated with an oxygen-plasma treatment, the microchannel was packaged.

The blue and red fluorescent particles �diameter dp 200 nm, aqueous suspension, Duke Sci-
entific Corp.�, with excitation/emission at wavelengths of 405/495 and 560/620 nm, respectively,
were pumped into a microchannel with a syringe pump �KDS220, KD Scientific Inc.� at flow rate
from 0.5 to 4.0 �l min−1. The density �p of fluorescent particles is about 1005 kg m−3, which is
closed to the working fluid we used �de-ionized water; the density �w is about 1000 kg m−3;
viscosity �w 0.001 Pa s�; hence the sedimentation of particles is minimized. The sliced particle
images were recorded with a confocal microscope �Nikon A1R�. A sketch of the light path of the
confocal microscope appears in Fig. 1. The excitation light, provided by a diode laser �405 nm,
324�12 mW� and an argon laser �561 nm, 272�1 mW�, were directed into a set of resonant
mirrors to produce rapid line scanning. The laser beams were then directed into an objective lens
�Plane Apochromat VC 10�, numerical aperture of 0.45� with a dichroic mirror, which reflects
light at wavelengths of 405, 488, and 561 nm while passing other wavelengths. The sampled
volume was uniformly illuminated lines by lines with the laser beams; emission there from was
collected with the same objective lens. To eliminate stray light, the emitted light was directed to
pass through a pinhole �diameter 12.8 �m� behind the dichroic mirror. The intensities of the light
emitted in wavelength ranges of 425–475 and 570–620 nm, with respective filter blocks, were
measured with two separate photomultiplier tubes �PMTs�.

A commercial software package �NIS-Elements AR, Nikon, Japan� was used to construct the
2D particle images from the fluorescence signals recorded with the PMT. The pixel resolution of
the image was 512�128 at a frame rate of 120 frames/s. The optical sliced thickness was
�6.2 �m;18 the observed effective particle diameter �de� was about 3–4 pixels �8–10 �m�,
which was close to the estimation ��12 �m� using the convolution of the diffraction-limited
image with the geometric image.23

In order to verify that these particles follow the flow effectively, the relaxation period �p

necessary for the particles to attain their terminal velocity was calculated from6

�p =
�pdp

2

18 �w
� 2.3 ns, �1�

which shows that each particle readily attains its terminal velocity during an interval �t
=8.3 ms separating the two frames of an image pair. The falling velocity Up is calculated from5

FIG. 1. Schematic of the confocal system.
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Up =
��p − �w�gdp

2

18 �w
� 1.2 nm s−1, �2�

which is clearly negligible relative to the measured velocities ��1 mm s−1�.

B. Numerical model

The 3D numerical simulations were performed on a platform with a commercial finite-volume
computer code �CFD-ACE�, CFD Research Corporation�. The governing equations consist of con-
servation equations of mass, momentum, and species. The setting of a numerical model for the
T-shaped channel was based on previous work;24 the tests of grid independence refer also to that.
In order to match the geometry of the fabricated channel, the numerical model was performed with
a trapezoidal cross section. The simulated system is assumed to have a steady and incompressible
laminar flow field with small Reynolds number �Re�0.1�; a finite-volume method is used to
discretize the conservation equations. The CFD-ACE� code adopted the SIMPLEC scheme for
pressure correction;25 the space variable was interpolated with a second-order scheme that is a
combination of the central scheme and the upwind scheme to minimize the effect of numerical
diffusion. The convergence criterion for the variation of each variable was set to 1�10−4.

III. RESULTS AND DISCUSSION

A. Velocity and concentration analysis

Figure 2�a� shows a typical particle image from our simultaneous measurement. The intensi-
ties of blue and red fluorescence recorded with individual PMT were readily separated �Figs. 2�c�
and 2�d��. To determinate the velocity field, we converted the blue and red fluorescent images to
256 gray levels and combined them together to get the profile of all the particles �Fig. 2�b��. A
standard cross-correlation scheme �Insight 5, TSI Inc.� was used to process these merged images
to produce the raw vector field. This scheme implemented a multipass interrogation in which in
the first pass cross correlation was calculated for an interrogation spot of area 32�32 pixel2; the
interrogation spot was then divided into four subareas 16�16 pixel2 for the second pass calcu-
lation. The interrogation spots overlapped by half; a Gaussian fit was used to resolve the subpixel
displacement. The interval between two images was 8.33 ms and the temporally averaged velocity
fields were obtained from 360 consecutive data. Because the maximum displacement is about

FIG. 2. Example of particle images and the particle-counting process: �a� original particle image; �b� merged image for
evaluation of overall velocities; �c� separated image for evaluation of the concentration of blue particles; �d� separated
image for evaluation of the concentration of red particles; �e� a sampling window �16�16 pixel2�; �f� typical threshold
method; �g� watershed-segmentation method �the black lines between particles are the boundaries marked by this method�.
�e�–�g� are enlarged five times for clarity.
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28 �m �11 pixels, one-third of the interrogation spot�, the maximum velocity we can detect is
3.3 mm s−1. Using a lager spot can improve this upper limit, but the resolution will become
smaller. The maximum velocity is also limited by the line scanning speed of the confocal laser
scanning microscope, which is 15 600 lines s−1. The effective diameter of a particle is about 4
pixels, and thus a particle is scanned within 0.26 ms. As the flow velocity larger than 10 mm s−1,
a particle would displace more than 1 pixel during scanning so that the peak-detection scheme
might become inapplicable.

The spatially resolved distributions of concentration were evaluated with particle counting as
described below. The red or blue fluorescence images �Fig. 2�c� or Fig. 2�d�� were first divided
into several sampling windows �Fig. 2�e��. A typical threshold method, in which the threshold
value was determined by the maximum value of the background noise �the signal-to-noise ration
is about 6.5 dB�, was used to discriminate particles �white� from background �black, Fig. 2�f��.
The particle numbers were then counted with a connected component-labeling algorithm, in which
a label matrix is applied to assign a unique index to all pixels belonging to the same connected
component. The number of connected components �i.e., number of particles� is therefore equal to
the number of indices.26

Because of the diffraction of light, the diameters of particles in images �i.e., effective diam-
eter� are usually larger than their actual diameter.23 The fluorescence signals from separate par-
ticles are sometimes merged with each other. The typical threshold method cannot resolve such
merged fluorescence, and thus underestimated the particle numbers. The remedy was to separate
these merged particle images using a watershed-segmentation algorithm.26 In this algorithm, the
image gradient is considered as a topographic surface; the topography is flooded from its minima.
By preventing the merging of the waters coming from separate sources, one can partition the
image into two separate sets—the catchment basins and the watershed lines. The catchment basins
correspond to the homogeneous gray-level regions of the image, whereas the watershed lines
correspond to the boundaries between two homogeneous regions �i.e., the boundary between two
particles�. Once the boundaries are located, the typical threshold method and the connected
component-labeling algorithm are applied to count the particles. As shown in Fig. 2�g�, most
merged particle images were successfully separated when the watershed-segmentation algorithm
was applied.

Some particles were located at the edges of the sampling window �marked with green circles
in Fig. 2�g��. These particles were all counted as “one particle” in the connected component-
labeling algorithm, despite being only a part of a particle; the particle number became thereby
overestimated, especially for a small sampling window. A Gaussian weighting function was hence
used to decrease the weighting of a particle located at the edge of a sampling windows, i.e.,

w = �1 for dp 	 de

e−�de − dp�2
for dp � de,� �3�

in which dp is the maximum distance from the edge of a particle to the nearest edge of the
sampling window, with unit pixel, and de is the effective diameter, unit pixel, for which we used
a value of 4. With the weighting function, a particle near the edge of a sampling window was no
longer regarded as a particle but a partial particle. Figure 3 presents the particle-counting results
for the sampling windows with varied sizes. Without the weighting function, the particle number
per unit area �Nc� increases from 0.0111 to 0.0141 �m−2 with window size decreasing from 96
�96 to 8�8 pixel2; the counting results hence depend on the window size. Once the weighting
function is applied, the particle number per unit area remains constant �0.0111�0.0001� regard-
less of the window size.

To conform to the PIV measurement, a sampling window with 16�16 pixels2 and 50%
overlap was used in this work. The concentration measurement using this particle-counting
method was further tested in a T-shaped channel flow with flow rate in a range of
0.5–4.0 �l min−1. The particle-counting results �16�16 pixels� for the flow rates of 4, 2, 1, and
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0.5 l min−1 are 0.011 147, 0.011 137, 0.011 16, and 0.011 139, respectively. Because the differ-
ences are only about 0.1%, we conclude that the particle-counting algorithm is independent of the
flow rate.

B. Calibration of the concentration measurement

To relate the results of particle counting, Nc, to the particle concentration, C, we performed
concentration measurements on a T-channel flow at a rate of 2.0 �l min−1 with a single-
fluorescence particle at number density in a range �1.15�108�– �2.76�109� ml−1 �Fig. 4�. As
described above, a typical threshold method cannot resolve two individual particles while their

FIG. 3. Particle-counting results for sampling windows of various sizes.

FIG. 4. Relation between species concentration C and measured particle number Nc.
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fluorescence is merged. This fluorescence merging problem becomes more important with increas-
ing number density. As shown in Fig. 4, the particle numbers counting by the typical threshold
method is no longer increased linearly with increasing number density for N
1.5�109 ml−1. In
other words, the typical threshold method is valid only for number density N�1.5�109 ml−1 in
our apparatus.

Figure 4 shows that the relation between the particle concentration and particle-counting
results is satisfactorily linear when the watershed-segmentation algorithm was applied. The slopes
of linear regression for red and blue particles are �4.78�0.17��10−12 and �4.56�0.13��10−12,
respectively. With this relation between counting results and particle concentration, we evaluated
the particle concentration with these formulas,

C = 4.78 � 10−12Nc �red� ,

�4�
C = 4.56 � 10−12Nc �blue� .

Because of the random distribution of particles, an extra uncertainty would be induced when this
particle-counting method is applied to determine the instantaneous concentrations—i.e., calculated
the concentration distributions from a particle image. The difference in the estimated concentration
distributions from two separated images depends on the total number of particles in a sampling
window. For a window size 16�16 pixel2, the uncertainty decreases from �15% to �4% with Nc

increasing from 0.001 �m−2 �C�2.3�108 ml−1� to 0.01 �m−2 �C�2.3�109 ml−1�. Although
this difference is decreased with a greater concentration of particles, both the watershed-
segmentation algorithm and the PIV analysis fail when the particles become too dense. We thus
selected a particle concentration 2.3�109 ml−1 for the following measurements. In this concen-
tration, only about 4% extra uncertainty is induced when analyzing the concentration from an
instantaneous image. For steady-state flows, this uncertainty is greatly reduced through evaluation
of the concentrations from several recordings and then averaging these results. This study per-
forms this method to a steady-state flow so that we use 120 images to obtain a converged,
temporally averaged, particle-counting result �less than 1% difference is shown when more images
are averaged�.

C. Flow and concentration „number density… fields

We analyzed simultaneously the flow and concentration fields at various regions in the mid-
depth plane of the T-shaped channel, as shown in Fig. 5; the vector distribution and the color
patterns indicate the velocity and concentration fields, respectively. The transverse distance �y� is
normalized to its local width �i.e., w=w�z�, which is 380 �m at the center�. The magnitude of U0

is 0.556 mm s−1 �Re=0.5�, which is defined as an average velocity of the entire inflow; that is

Uo 	 2Qin/A , �5�

in which Qin is the volumetric flow rate of a inflow and A is the cross-sectional area of the
microchannel. The profiles of the fields are depicted along lines a-a� for respective parts, denoted
as regions 1–3; the experimental data �open square for velocity field, open circle for concentration
field� coincide satisfactorily with the trends of the simulation results �solid line for velocity field,
dotted line for concentration field�. The maximum relative errors for both velocity and concentra-
tion fields between experimental and numerical results are about 5%.

Region 1 is the confluence of the two inflows. During the convergence, the trend of the
velocity field gradually alters to the X-direction and concurrently evolves into a fully developing
profile. The profile of concentration shows that the interface between the two fluids is distinct.
While flowing downstream, the fluids are driven to mix only by molecular diffusion; the interface
between the two fluids thus expands by degrees and the concentration profile becomes smooth �see
region 2�. The velocity profile �tangential� along a normal direction �a-a�� is an asymmetrical
curve that is induced by the action of the outer flow on the inner flow at a curve of the channel.
The outer flow is forced to slow down when running into the outer side of the curve; the inner flow
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therefore accelerates for conservation of mass. In region 3 �the downstream channel�, the velocity
profile presents a fully developed status; the maximum velocity �Uc,max� occurring at the center of
the channel is about 1 mm s−1. The interface shows a gentle gradient of concentration.

An investigation of the concentration field is a significant issue for microfluidic mixing and
reactions. The distribution of concentration is represented based on the notion of number density,
C, normalized as follows:

C� =
C

C0
, �6�

in which C� is the normalized number density and C0 is the number density of the inflow �i.e., the
maximum concentration, 2.3�109 ml−1�.

A mixing index Mi commonly used to describe the mixing quality of fluids is defined as

Mi = 1 −


1

n
�
i=1

n

�Ci� − C�� �2


1

n
�
i=1

n

�C0� − C�� �2

, �7�

in which n is the amount of the sampling windows, Ci� is the normalized number density of
sampling window i, C0� is the normalized number density for the inflow, and C�� is the normalized

FIG. 5. Field analysis �blue fluorescent particle for concentration distribution� in various regions of the T-shaped channel.
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number density for a fully mixed flow. The mixing index implements a concept of a scale of fluid
mixing; a mixing index of value unity implies fluids fully mixed, whereas zero represents fluids
fully unmixed.

The mixing quality of fluids was analyzed experimentally and numerically at various positions
of the T-shaped channel, as shown in Fig. 6; we tested the fluid mixing at flow rates of 1.5 and
0.5 �l min−1. The diffusion coefficient, �10−12 m2 s−1, of fluids for the numerical setting is
analogous to that for particles of size 0.2 �m mobile in a typical aqueous solution for experi-
ments. A trend in which the mixing index increased with distance downstream during diffusion
between fluids in the results of experiments agrees satisfactorily with that of numerical simulation;
the average relative error between experimental and numerical results is about 10%. The mixing
index calculated by Eq. �7� would be affected by the amount of data points �n�. In usual, more data
points are needed to produce a better fit when the concentration gradient is large. The flow near the
inlet has a larger gradient �at the interface of two streams� so that the deviation is larger. The error
derived also from the image processing—the method of counting particles, which possesses an
uncertainty of 5%; minor error arose from other experimental parameters. The mixing index of
fluids at flow rate 0.5 �l min−1 is superior to that at 1.5 �l min−1 because a greater duration of
fluids flowing in the channel yields better mixing of the fluids.

Because the diffusivity of the seeding particle ��10−12 m2 s−1� is smaller than solute species
or molecules �about 10−9�10−10 m2 s−1�, using our measurement method to investigate the mix-
ing of fluid is currently limited to submicron species, such as larger biochemical species or cells.
Employing a smaller seeding particle will provide a better match to the diffusion coefficient of a
typical solute, but the particle size we used now is already the low limit of present micro-PIV
technique. Our method is suitable for a device whose mixing process is dominated by momentum
transfer. Although the size of seeding particles is larger than that of most fluorescent dyes �diffu-
sivity �10−10–10−12 m2 s−1� commonly utilized to perform a mixing test for evaluation of the
performance of devices, the mixing of a fluorescent dye reflects only the concentration field of
fluids and cannot provide the information of momentum transport phenomena. At present, a

FIG. 6. Mixing index at various positions and mixing distance l.
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technique for simultaneous measurement of species concentration and the velocity of flow patterns
has not been completely developed yet; the simultaneous measurement method introduced in this
work helps to obtain thorough information inside the microdevices.

Investigation of 3D flow and concentration fields

The 3D flow and concentration fields were reconstructed on stacking various sliced images
with image processing, as shown in Fig. 7�a�; the simulation result is shown in Fig. 7�b�. The
sliced images were captured at depths of 0.15H, 0.32H, 0.49H, 0.66H, and 0.80H. Because the
physical field of view is fixed, the 3D reconstructed image displays a trapezoidal channel after
normalizing y to its local width. Figure 7�c� shows a velocity profile depicted along the
Z-direction. The velocity field of our experiments corresponds to that of our numerical results for
the most central area of the fields, which demonstrates that the proposed simultaneous measuring
technique has the ability to visualize 3D flow and concentration fields in the microchannel.

IV. CONCLUSION

We propose a novel method for simultaneous measurement of the distributions of velocities
and concentrations in microfluidic devices. Blue and red fluorescent particles are seeded into the
microfluidic device to track the displacement of the particles and the mixing of the fluids. The
velocities and concentrations are determined with typically a cross-correlation scheme and a
particle-counting technique, respectively. The algorithm to count particles, which adopts the
watershed-segmentation algorithm to diminish the fluorescence merging problem and utilizes a
Gaussian weighting function to avoid overestimation of the particle number at the edges, success-
fully quantify the concentration distribution with an uncertainty of about �4%.

The multicolor micro-PIV measurement was performed on a typical T-shaped channel. The
2D velocity and the concentration distribution at the mid-depth plane in the channel were moni-
tored, and a mixing index was used to describe the quality of fluid mixing. The results agree
satisfactorily with the results from numerical simulations �5% difference for velocity and concen-
tration distributions and 10% difference for the mixing index�. The 3D flow fields, visualized on
stacking 2D flow fields, agree with the predictions of numerical modeling.

Dissecting the velocity and concentration fields is essential for understanding and optimizing
a microfluidic device. Our work demonstrates that multicolor micro-PIV measurement can inves-

FIG. 7. 3D flow �arrows� and concentration �contour� patterns obtained from �a� experiments and �b� numerical simulation;
�c� velocity profile along the Z-direction.
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tigate simultaneously the 2D velocity and concentration distributions, and reconstruct the 3D flow
patterns. This technique will be severed as an advance tools for comprehending the interactions
between the momentum transfer and mass transfer in the complex microfludic devices. Because of
the limitation of the seeding particle size, this method is not yet suitable for precisely tracking
small molecular species, especially when the flow is dominated by diffusion transfer. It is, how-
ever, the best way currently available to simultaneously resolve the velocity and concentration
distributions in a microfluidic device. We are now planning to utilize this advanced technique to
track biochemical and chemical reactions and the temperature field using chemically sensitive and
temperature-sensitive particles. This approach will become widely implemented to solve micro-
scale flows, such as for blood in microvascular vessels and 3D complex flows in microfluidic
devices.
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