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Abstract
The amplitude and time course of synaptic potentials in human motoneurons can be estimated in
tonically discharging motor units by measuring stimulus-evoked changes in the rate and probability
of motor unit action potentials. However, in spite of the fact that some of these techniques have been
used for over thirty years, there is still no consensus on the best way to estimate the characteristics
of synaptic potentials or on the accuracy of these estimates. In this review, we compare different
techniques for estimating synaptic potentials from human motor unit discharge and also discuss
relevant animal models in which estimated synaptic potentials can be compared to those directly
measured from intracellular recordings. We also review the experimental evidence on how synaptic
noise and intrinsic motoneuron properties influence their responses to synaptic inputs. Finally, we
consider to what extent recordings of single motor unit discharge in humans can be used to distinguish
the contribution of changes in synaptic inputs versus changes in intrinsic motoneuron properties to
altered motoneuron responses following CNS injury.
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1. Introduction
Recordings of the discharge of single motor units in human muscles have been used extensively
to provide information both about the intrinsic properties of motoneurons and the
characteristics of their synaptic inputs. Since each motoneuron drives the muscle fibers
comprising the motor unit in a one-to-one fashion, motoneurons are the only CNS cells whose
firing patterns can be readily quantified in human subjects. Motoneurons were the first cells
in the vertebrate CNS to be extensively studied with intracellular electrodes in experimental
animals, and these recordings have provided a wealth of information that helps connect
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motoneuron properties and the characteristics of their synaptic inputs to synaptic effects on
motoneuron discharge (Powers and Binder, 2001). Nonetheless, because there are a number
of factors that affect the likelihood of a motoneuron action potential occurring at a given point
in time, there is still no consensus on the exact relation between the time course and amplitude
of a synaptic input and its effects on motoneuron discharge probability and firing rate (Miles,
1997; Piotrkiewicz et al., 2009; Powers and Binder, 1999; Powers and Türker, 2001; Türker
and Powers, 2005). Determining the absolute amplitude and time course of a synaptic input to
a human motoneuron may not be particularly important from a functional perspective.
However, the ability to determine the relative amplitudes and time courses of synaptic inputs
from different sources or from the same source onto different motor units can still yield
important information about the normal synaptic control of motor unit discharge. Similarly,
the ability to quantitatively compare stimulus-evoked effects on motor unit discharge in patient
populations versus unaffected control subjects can potentially provide valuable insight into the
pathophysiological mechanisms underlying changes in motoneuron behavior following CNS
disease or trauma.

In the following review, we will compare different methods of quantifying the effects of
synaptic inputs on human motor unit discharge behavior, and assess the accuracy of these
methods based on direct recordings of synaptic potentials and their effects on motoneuron
discharge in reduced animal preparations. We will then consider how synaptic noise and
intrinsic motoneuron properties influence their responses to synaptic inputs. Finally, we will
consider to what extent recordings of single motor unit discharge in humans can be used to
distinguish the contribution of changes in synaptic inputs versus changes in intrinsic
motoneuron properties to altered motoneuron responses following CNS injury.

2. Quantification of synaptic effects on motor unit discharge
2.1 The Peri-Stimulus Time Histogram (PSTH)

The most common method used to measure the response of a neuron to a synaptic input is the
peristimulus time histogram (PSTH), originally introduced by Gerstein and Kiang (Gerstein
and Kiang, 1960). Its application to the analysis of human motor unit data began around 1980
(Ashby and Labelle, 1977; Ashby and Zilm, 1982a, 1978; Garnett and Stephens, 1980; Kudina,
1980), and has been fairly widespread ever since. The PSTH is constructed by counting the
number of motor unit discharges that occur in different, discrete time bins relative to the
stimulus onset. The bin counts (nb) in the PSTH are determined by the mean motoneuron firing
rate at a given time relative to stimulus onset (f(t)), the bin width (Δt) and the number of applied
stimuli (ns): nb = f(t)* Δt*ns. The PSTH can thus be normalized to reflect either the
instantaneous firing rate (f(t); more precisely the spike density) or the probability of spike
occurrence in a given time bin (P(t) = nb/ns). Prior to stimulus onset the probability of spike
occurrence should be fairly constant and equal to the baseline firing rate times the bin width.
The arrival of an excitatory post-synaptic potential (EPSP) leads to an increase in spike
probability whereas an inhibitory postsynaptic potential (IPSP) leads to a decrease in spike
probability below baseline (e.g., (Fetz and Gustafsson, 1983)). The cumulative sum (CUSUM;
(Ellaway, 1978)) is a function derived from the PSTH by subtracting the mean bin count prior
to the stimulus from the PSTH, and integrating the remainder. The CUSUM may reveal small
synaptic effects that are difficult to detect from the PSTH, and for large EPSPs the time course
of the CUSUM is close to that of the PSP itself ((Fetz and Gustafsson, 1983), and see below).
If the CUSUM is normalized by the number of applied stimuli, the amplitude of the short-
latency peak in the CUSUM reflects the probability of an extra spike occurring given that an
EPSP has occurred (also referred to as the firing index), and the minimum of the short-latency
trough in the CUSUM reflects a decrease in spike probability below baseline caused by an
IPSP.
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The interpretation of longer latency changes in the PSTH and CUSUM is complicated by the
fact that in the absence of applied stimuli, motor unit discharge is quite rhythmic. This is
reflected in a low coefficient of variation (standard deviation/mean) of the interspike interval
(typically 0.1 to 0.2; (Kranz and Baumgartner, 1974; Person and Kudina, 1972)), so that the
autocorrelogram of motor unit discharge (the probability of a motor unit spike occurring in a
given time bin relative to another motor unit spike) shows regular peaks at multiples of the
interspike interval. A large enough transient input resets this rhythm, so that spikes are shifted
to occur at multiples of the mean interspike interval after the occurrence of a stimulus. Thus,
secondary features appear in the PSTH that can reflect the autocorrelogram of the motor unit,
rather than direct stimulus effects (Awiszus et al., 1991; Moore et al., 1970; Türker et al.,
1997). For example, low strength percutaneous electrical stimulation of a muscle nerve will
activates excitatory primary muscle spindle afferents, leading to a brief increase in motor unit
firing probability (Ashby and Labelle, 1977; Kudina, 1980). However, the synchronization of
motor unit firing to the excitatory stimulus leads to subsequent peaks in the PSTH reflecting
the intrinsic rhythmicity of motor unit discharge (Ashby and Labelle, 1977; Kudina, 1980;
Türker et al., 1997).

Direct comparisons of the time course of single and complex PSPs and their effects on the
discharge patterns of motoneurons have shown that if an increase in the CUSUM returns back
to the zero line (average bin count), this may in fact reflect the number of spikes that were
phase advanced by the EPSP rather than a genuine inhibition (Türker and Powers, 1999,
2003). Similarly, when a fall in the CUSUM returns back to the zero line, this may reflect that
the spikes that have been phase delayed by an IPSP have now fired rather than a genuine
excitation (Türker and Powers, 1999, 2003). The PSTH-CUSUM can thus be useful for
indicating the sign of the first PSP that is evoked in motoneurons by a stimulus.

The potential complicating effects of motor unit discharge regularity on the interpretation of
long-latency synaptic effects are often overlooked, particularly when interpreting multiunit
electromyographic (EMG) recordings (Brooke et al., 1999; Okdeh et al., 1999; Sonnenborg et
al., 2000). Nonetheless, this complication was recognized early on (Moore et al., 1970), and it
was suggested that the autocorrelogram could be used to correct the PSTH so that it only reflects
stimulus-induced changes in firing probability (Ashby and Labelle, 1977). One such approach
is to modify the calculation of CUSUM, so that instead of subtracting the mean pre-stimulus
bin count from every post-stimulus bin, a bin-specific baseline value is subtracted for each bin
i depending upon the mean (Mi) and standard deviation (Si) of the interspike intervals preceding
spikes in the ith bin (Awiszus et al., 1991). This bin-specific value is calculated by going back
in time from the midpoint of the ith bin by Mi and calculating the mean bin count over a period
Si in duration centered at Mi prior to the ith bin. For example, for a motor unit discharging at
10 imp/s with a coefficient of variation of 0.1, a peak in the PSTH around time 0 would lead
to an echo of increased firing probability centered 100 ms later than the peak. However, because
the elevated mean bin count around the peak would be subtracted from the bins around the 100
ms time lag, this delayed peak would not be reflected in the modified CUSUM (mCUSUM).
A related correction is based on calculating an expected cumulative spike density in the absence
of a stimulus by adding a list of control interspike intervals obtained in the absence of
stimulation to the times of spike occurrence relative to stimulus onset (Awiszus, 1993). When
this function is subtracted from the cumulative spike density observed in the presence of the
stimulus, the difference represents the impulses displaced by the stimulus (displaced impulses
function, DIF). Alternatively, the horizontal distance between the control cumulative spike
density and the spike density observed in the presence of a stimulus can be used to estimate
the change in the interspike interval caused by the stimulus (interspike interval change function,
IICF (Awiszus, 1993). Unfortunately, perhaps because of the extra computational effort
required, these corrections have not been widely used. Furthermore, since this method has not
been tested in reduced animal preparations in which PSP time course can be directly measured,

Powers and Türker Page 3

Clin Neurophysiol. Author manuscript; available in PMC 2011 October 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



it is not clear whether it can completely eliminate errors due to the motoneuron’s
autocorrelation function.

2.2 The Peri-Stimulus Frequencygram (PSF) and Interspike Interval Superposition Plot (IISP)
There are two alternatives to the standard PSTH that are largely free of secondary peaks and
troughs reflecting the motor unit’s autocorrelogram. The effects of a stimulus on motor unit
discharge can be quantified instead by plotting stimulus-locked changed in instantaneous firing
rate (peristimulus frequencygram, PSF; (Türker and Cheng, 1994)) or interspike interval
(interspike interval superposition plot, IISP (Awiszus, 1988; Awiszus et al., 1991; Poliakov et
al., 1994)). The PSF was originally introduced by Bessou and colleagues (Bessou et al.,
1968) to quantify the responses of primary muscle spindle afferents to fusimotor stimulation,
and has been used extensively by Türker and colleagues to quantify stimulus-evoked changes
in human motor unit discharge (reviewed in (Türker and Powers, 2005)). The PSF is a
scatterplot of the instantaneous frequency (reciprocal of the interspike interval) as a function
of the delay between the stimulus and the spike terminating the interspike interval. If the
frequency values are sorted according to the delay from the stimulus, a moving average can
be used to derive a continuous plot of frequency versus delay (Türker and Cheng, 1994; Türker
and Powers, 1999). A similar plot can be obtained by plotting the interspike interval as a
function of delay instead of its reciprocal. Both response measures provide information that is
distinct from the probability of spike occurrence. For example, a large EPSP produces a period
of increased spike probability during its rising phase, but a decreased spike probability during
its falling phase because spikes that normally would have occurred during this period were
phase-advanced by EPSP. Nonetheless, the interspike intervals (and instantaneous frequency
values) preceding the few spikes that do occur during this time period can still provide
information about ongoing synaptic input, and frequency values are in fact elevated during the
falling phase of an EPSP (Türker and Powers, 1999). Similarly, although a large IPSP is
associated with a period of decreased firing probability followed by a period of increased firing
probability associated with phase-delayed spikes, the frequency values associated with these
phase-delayed spikes are lower than the baseline firing rate during the decay phase of the IPSP
(Türker and Powers, 1999).

2.3 The Phase-Response Curve (PRC)
The effects of a synaptic input on spike timing can also be quantified by calculating a phase
response curve (PRC: (Gutkin et al., 2005; Reyes and Fetz, 1993)), which plots the percentage
change in the interspike interval (ISI) as a function of the relative delay of the stimulus from
the last motor unit spike. The mean interspike interval for intervals unaffected by the stimulus
is used to normalize both the stimulus-induced change in the ISI and the relative delay of the
stimulus. Although the PRC can be derived from the PSTH (Gutkin et al., 2005), the PRC plot
is particularly useful for revealing delayed effects of an excitatory stimulus, which may result
from activation of intrinsic excitatory currents (see below, and (Reyes and Fetz, 1993)). During
tonic discharge, the membrane trajectory between spikes can be roughly approximated by a
post-spike drop followed by a linear rise to threshold (Schwindt and Calvin, 1972). If EPSPs
can only trigger spikes directly over the portion of the ISI in which the EPSP peak crosses
spike threshold, the PRC will equal zero up to the point at which threshold-crossing can first
occur, jump to a maximum at this point, and then decline linearly to zero, since EPSPs occurring
later in the ISI will cause progressively less shortening (Fig. 1A and B). Reyes and Fetz (Reyes
and Fetz, 1993) observed an additional mode of interspike interval shortening in neocortical
neurons studied in vitro, in which EPSPs or brief depolarizing pulses occurring early in the ISI
were able to shorten the ISI, but the advanced spike occurred at a considerable delay from the
time the pulses were applied. This delayed shortening combined with direct threshold crossing
for pulses occurring later in ISI produced a PRC that rose from zero up to the point of direct
threshold crossing and then declined linearly thereafter (Fig. 1C and D). This effect was quite
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obvious in the PRC but would only appear in the PSTH as a somewhat smaller trough following
the initial peak. The rising portion of the PRC due to delayed spike triggering was most
prominent for small inputs, whereas larger inputs produced more direct threshold crossings.
Reyes and Fetz (Reyes and Fetz, 1993) attributed the delayed spike triggering to the turning
on of a slow regenerative process that may reflect the activation of persistent sodium current.

The PRC described above was obtained in the absence of any synaptic or injected current noise.
Although the PRC that would be obtained in the absence of noise can theoretically be obtained
by averaging noisy data (Gutkin et al., 2005), the interpretation of the PRC is somewhat more
complicated in the presence of synaptic noise if the time course of the synaptic input is not
known. Delayed spike triggering could result if synaptic noise riding on top of a slowly
decaying phase of an EPSP is sufficient to produce direct threshold crossing. Recent evidence
suggests that delayed triggering can occur in human motoneurons and could involve activation
of an intrinsic current rather than noise-induced direct threshold crossings. Mattei and Schmied
(Mattei and Schmied, 2002) studied the response of extensor carpi radialis motor units to small
tendon taps. Since these taps are likely to produce relatively selective, synchronous activation
of primary muscle spindle afferents (Lundberg and Winsbury, 1960) that produce
monosynaptic EPSPs in motoneurons, the resultant EPSP should be relatively brief in duration,
perhaps no more than 20 ms (Ashby and Zilm, 1982a). Mattei and Schmied (Mattei and
Schmied, 2002) computed PRCs from the motor units responses to tendon taps and found
evidence of delayed spike triggering at latencies up to 50 ms from the arrival of the EPSP,
suggesting the activation of an intrinsic current. However, other evidence suggests that tap-
induced EPSPs may last up to 50 ms (Türker et al., 1997), so that delayed spike triggering
could simply reflect the effects of positive noise excursions superimposed upon a long EPSP.

3. Comparison of direct recordings of synaptic potentials and their effects on
motoneuron firing rate and spike probability
3.1 Relation between PSTH and PSP features

Synaptic potentials can be measured directly from intracellular recordings from motoneurons
near their resting potential. The same synaptic inputs can then be reapplied when tonic
discharge is produced in the motoneuron by injected current, so that the time course and
amplitude of the synaptic potential can be compared with its effects on motoneuron discharge
rate or probability. Most of such comparisons have used the PSTH as the response measure
and have concentrated on the initial effect of the PSP on firing probability. Three different
linear models have been proposed to account for the relation between the PSP and PSTH time
course: the PSTH can be approximated by a scaled version of the PSP (Moore et al., 1970),
the PSP derivative (Fetz and Gustafsson, 1983; Knox, 1974), or a linear combination of the
two (Kirkwood and Sears, 1978). Shortly after PSTHs were first used to quantify synaptic
effects on human motoneurons, three different intracellular studies of cat motoneurons
provided direct comparisons of intracellularly recorded PSPs and their effects on motoneuron
discharge (Cope et al., 1987; Fetz and Gustafsson, 1983; Gustafsson and McCrea, 1984). Fetz
and Gustafsson (Fetz and Gustafsson, 1983) reported that the time course of the PSTHs
produced in motoneurons by electrical stimulation of their own muscle nerve or that of
synergists (activating Ia fibers with monosynaptic excitatory connections) often resembled that
of the EPSP derivative. However, PSTH peaks associated with small EPSPs in appreciable
synaptic noise were generally wider than the EPSP derivative, although not as wide as the
EPSP itself. As a result, the addition of a term proportional to the EPSP itself (Kirkwood and
Sears, 1978) did not provide a better fit to the PSTH peak. The time course of PSTHs associated
with single fiber Ia EPSPs could also be wider than the EPSP derivative, but in these cases as
well, the addition of a term proportional to the EPSP itself did not improve the match. In
contrast, the two-term linear model often did provide a good fit to PSTHs associated with

Powers and Türker Page 5

Clin Neurophysiol. Author manuscript; available in PMC 2011 October 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



composite EPSPs evoked by small muscle stretches (Gustafsson and McCrea, 1984), which
may have reflected the fact that these EPSPs typically had slower rise times than electrically
evoked or single Ia afferent EPSPs.

Many of these findings can be accounted for by a threshold-crossing model in which spikes
are triggered by EPSPs superimposed upon a motoneuron membrane potential trajectory that
rises linearly toward threshold (Fetz and Gustafsson, 1983). Figure 2 illustrates the basic
assumptions of this model. The top panel shows an approximation to the membrane potential
trajectory between spikes (bold line, Vm), along with two EPSPs occurring at different times
during the interspike interval. The dotted lines show two alternatives for the time course of the
voltage threshold for spike initiation (Vth) during the interspike interval; either the threshold
is constant (horizontal line), or it varies linearly with the membrane potential, so that it is lower
earlier in the interspike interval. The middle panel shows an EPSP and the distance to threshold
(Vm − Vth, corresponding to the variable threshold alternative) around the time of the EPSP
for EPSPs occurring at two different times during the interspike interval. The dashed distance
to threshold trajectory corresponds to the EPSP occurring earlier in the interspike interval. At
this point in time, the peak amplitude of the EPSP (h) is less than the distance to threshold, so
that it has no effect on the interspike interval and the next spike occurs at time τ4 relative to
the EPSP onset. In contrast, for the EPSP occurring later in the interspike interval, the distance
to threshold (solid line) is less and the EPSP can trigger a spike on its rising phase at time τ1
relative to EPSP onset. In the absence of the EPSP, this spike would have occurred at time
τ3. The bottom panel shows the PSTH predicted by the model. Firing rate (or spike probability)
is elevated during the rising phase of the EPSP and lowered for period of time after this, since
spikes that would have occurred in this time period have been phase advanced by the EPSP.
In the absence of noise, the model predicts (Fetz and Gustafsson, 1983) that the firing rate
during the PSTH peak (f(τ)) depends upon the background firing rate (f0), the rate at which the
membrane potential approaches threshold (v) and the EPSP derivative (de(τ)/dt) as follows: f
(τ) = f0 + (f0/v)(de(τ)/dt). If spike threshold is constant, the rate of threshold closure (v) can be
obtained by measuring the slope of the membrane potential trajectory. However, comparisons
of the model’s predictions with actual PSTHs and measured membrane potential slopes,
suggests that the rate of threshold closure is less than the membrane potential slope (Gustafsson
and McCrea, 1984), consistent with the variable threshold alternative. The addition of random
synaptic noise to the membrane potential trajectories would be expected to widen the PSTH
peak, although not as much as the time course of the EPSP itself, as threshold-crossing would
still be most likely on the rising EPSP phase and the portion of the falling phase close to the
peak.

The model predicts that the peak PSTH firing rate (or other measures of peak height or area)
should be linearly related to the rate of rise of the EPSP, and since EPSP amplitude and rate
of rise generally co-vary, linear relations between PSTH and EPSP amplitude would also be
expected. This is in fact the case for the range of EPSP amplitudes covered in these three studies
(< 3.1 mV; (Cope et al., 1987; Fetz and Gustafsson, 1983; Gustafsson and McCrea, 1984)),
although significant PSTH peaks are not observed for the smallest single fiber EPSPs (< 0.086
mV; (Cope et al., 1987)). However, other theoretical studies (e.g. (Matthews, 2002, 1999))
suggest that if the effects of a sufficient range of EPSP amplitudes are examined, the
relationship between EPSP amplitude and PSP-evoked increase in firing probability should be
sigmoidal. A recent reexamination of our study of the effects of large simulated EPSPs and
IPSPs on motoneuron firing probability and rate (Türker and Powers, 1999) does show that in
many cases the relationship between EPSP amplitude and PSTH peak area becomes sub-linear
for the largest EPSP amplitudes (Powers and Türker, in preparation). In addition, when two
EPSPs are applied at different times, their amplitudes and derivatives sum linearly, but their
effects on firing probability are less than the linear sum of their individual effects (Fetz and
Gustafsson, 1983). Nonlinearities are particularly prominent for large IPSPs, since IPSPs of
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sufficient amplitude completely prevent the occurrence of spikes, and increasing IPSP
amplitude cannot further decrease firing rate.

These various observations suggest that a nonlinear model of the PSP-to-PSTH transform is
likely to be more accurate. By using injected current waveforms to mimic both synaptic noise
and EPSPs and IPSPs of different amplitudes and time courses, Poliakov et al. (Poliakov et al.,
1997) were able to develop a nonlinear model that was able to match PSTHs produced by a
range of PSPs. The model is a cascade of a dynamic (time-varying) linear filter followed by a
static (time-invariant) nonlinearity. The dynamic linear filter is computed by first compiling a
spike-triggered average of the noisy injected current preceding motoneuron spikes (average
current trajectory, ACT; (Bryant and Segundo, 1976)). The value of the ACT at a particular
time before a motoneuron spike (τ) is simply the sum of all the injected noise values that
occurred at this relative time divided by the number of motoneuron spikes. ACTs in
motoneurons and other cells typically show a relatively narrow peak right before the spike that
is preceded by a broad shallow trough (Bryant and Segundo, 1976; Poliakov et al., 1997). The
dynamic linear filter (also called the first-order Wiener kernel) is obtained by reversing the
ACT in time and multiplying the result by the ratio of the background firing rate to the power
of the noise stimulus. The resultant function represents the best linear approximation to the
change in firing rate produced by a brief pulse of current with an area of 1 nA-ms. When this
function is convolved with the actual current transient producing a simulated PSP, then this is
the best linear model of the PSTH associated with that PSP, and in fact this linear model fit
the PSTHs for a range of PSPs better than any of the previously proposed linear models.
Nonetheless, the linear model tended to underestimate the increase in firing rate produced by
the largest EPSPs and overestimate the decrease in firing probability produced by the largest
IPSPs. These errors were eliminated by adding a static nonlinearity, which basically added a
component to the prediction that was proportional to the square of the first-order kernel. This
nonlinear model is also able to predict the reduced spike-triggering efficacy of a second EPSP
that closely follows another EPSP. Although this nonlinear model represents an improvement
over previous linear models it is not truly general - the shape of the linear filter and the
proportionality constant for the static nonlinearity both change with the background firing rate.
Also, as discussed below, the noise level also changes the model parameters. Thus, in addition
to PSP amplitude and time course, there are a number of other factors that may contribute to
the PSTH time course.

3.2 Relation between PSF, IISP and PSP features
The changes in interspike interval and firing rate produced by PSPs can also be used to provide
quantitative estimates of PSP amplitude and time course. Figure 3 illustrates four different
measures of the effects of a large excitatory current transient on the discharge of a rat
hypoglossal motoneuron. Motoneuron discharge was elicited by superimposing a random
injected current waveform with a Gaussian amplitude distribution on a long step of injected
current. A train of depolarizing current transients was added to this waveform to mimic periodic
activation of a group of excitatory afferents. The dashed line in each panel shows the time
course of the injected current transient, whereas the resulting depolarization (simulated EPSP)
is indicated by the smooth solid line. The irregular line in Figure 3A shows a running average
of the instantaneous frequency values as a function of time from stimulus onset (smoothed
PSF), whereas that in Fig. 3B shows a smoothed average of the corresponding interspike
intervals (smoothed IISP). Both functions follow the time course of the rising phase of the
EPSP quite well, but the smoothed PSF provides a slightly better fit to the falling phase of the
EPSP. Both functions also show a clear dip below the EPSP profile at about 60 to 100 ms. As
discussed in more detail below, this delayed decrease in firing rate is commonly seen following
large excitatory stimuli (Türker and Powers, 1999), and is likely to reflect summation of the
conductance underlying the post-spike afterhyperpolarization (AHP). The interspike interval
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change function (IICF; (Awiszus, 1993)), shown in Fig. 3D, has a very similar profile. The
CUSUM of the PSTH (Fig. 3C) also fits the EPSP profile quite well, although there is a large
delayed increase in firing probability reflecting an ‘echo’ of the original PSTH peak.

Large IPSPs can completely prevent the occurrence of spikes over much of their initial time
course, particular during the peak of hyperpolarization. As a result, none of the response
measures fit the IPSP time course very well. This is illustrated in Figure 4, which shows the
same four response measures obtained by repeated application of the mirror image of the
current transient used in Figure 3. Spikes are delayed from the onset of the IPSP until about
30 ms later, so that the running averages for the PSF (A) and IISP (B) over this period exhibit
a straight line connecting the values immediately prior to the IPSP to those about 30 ms later.
The smoothed PSF and IISP (Fig. 4A and B) roughly approximate the later portion of the decay
phase of the IPSP, whereas the fit of the other two functions (CUSUM; Fig. 4C and IICF; Fig.
4D) is not as good.

Stimulation of peripheral nerves often excites a mixture of afferent fibers with both excitatory
and inhibitory effects on motoneurons. The fibers also can exhibit a range of conduction
velocities, and a variable number of synapses between the afferent fiber and the motoneuron.
As a result, the resultant PSP can have a number of phases that include both depolarization and
hyperpolarization. Due to the contribution of the motoneuron’s autocorrelogram to the PSTH,
the PSTH and its CUSUM can not be reliably used to estimate the time course of complex
PSPs. However, when used in combination with the PSF, a more accurate estimate of PSP time
course is possible (Türker and Powers, 2005, 2003).

Although the PSF can often provide a better indication of PSP time course than the PSTH,
estimation of the peak PSP amplitude is more problematic, even for monophasic EPSPs. For
individual rat hypoglossal motoneurons, we found that there was a strong linear relationship
between the peak amplitude of the simulated EPSP and the peak change in firing rate seen in
the smoothed PSF (Türker and Powers, 1999). However, the slope of this relationship in
different motoneurons varied over more than a 3-fold range. As illustrated in Figure 4, for large
IPSPs, no spikes occur over much of the IPSP time course. Nonetheless, firing rates are lower
than the background rate over much of the decay phase of the IPSP, and the peak drop in
discharge rate was linearly related to IPSP amplitude in individual motoneurons (Türker and
Powers, 1999). As was the case for EPSP, the slope of this relationship was quite different in
different motoneurons. From these results and those discussed above (Section 3.1), it is clear
that a number of factors other than PSP amplitude and time course can determine its exact
effects on motoneuron discharge rate and probability.

As discussed below, the membrane potential trajectory between spikes is relatively stereotyped,
reflecting the influence of the post-spike afterhyperpolarization (AHP). Simplified models of
this interspike trajectory, like the one shown in Figure 2 (adapted from Fetz and Gustafsson,
1983) have been used to predict PSP effects on motoneuron discharge probability and rate.
These models often assume that the increase in conductance due to the AHP has largely decayed
over the portion of the interspike interval in which EPSPs or IPSPs can affect spike timing,
and that spike threshold is constant. Unfortunately, neither of these assumptions is correct. The
peak AHP conductance following a single spike is roughly equal to the resting membrane
conductance (Baldissera and Gustafsson, 1974a), so that the total conductance is approximately
twice as high shortly after a spike has occurred than it is when the AHP has completely decayed.
The peak AHP conductance is likely to be appreciably higher during repetitive discharge due
to AHP summation. This will particularly affect the spike-triggering efficacy of large EPSPs,
since EPSPs occurring early in the interspike interval that would have been large enough to
cross threshold without an increased membrane conductance will be smaller and thus
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subthreshold due to the increased conductance. In addition, the voltage threshold for spike
initiation varies markedly during the interspike interval (Section 4.2).

We have recently used a model based superimposing EPSPs on a 10 mV post-spike
hyperpolarization followed by a linear rise to threshold (Türker and Cheng, 1994) to estimate
EPSP amplitude in rat hypoglossal motoneurons (Powers and Türker, in preparation). We used
injected current transients of different amplitude to produce simulated EPSPs with amplitudes
ranging from 0.8 to 13.5 mV. The model tended to overestimate the amplitude of EPSPS < 6
mV and underestimate the amplitude of amplitude of EPSPs > 6 mV. These errors may reflect
the influence of interspike threshold variations and conductance variations, respectively.

4. Influence of factors other than PSP amplitude and time course on PSP-
evoked changes in motoneuron discharge rate and probability
4.1 Influence of the post-spike afterhyperpolarization (AHP)

Motoneuron spikes are followed by a prominent afterhyperpolarization (AHP) due to a
calcium-activated potassium conductance (GKCa (Powers and Binder, 2001)). Depolarization
during the action potential leads to calcium entry through specific high-voltage activated
calcium channels (Viana et al., 1993) and a build up in local calcium concentration in the
vicinity of the calcium-activated potassium channels. The activation of GKCa depends both
on the rate of calcium build-up in the vicinity of these channels and the rate constant of calcium
activation of the channels. The deactivation of GKCa will depend not only on the rate constants
of activation of the channels, but also on the rate at which calcium leaves the vicinity of the
channel due to diffusion, binding to intracellular proteins and pumping across the membrane
(cf. (Sah, 1996)). The magnitude and duration of the AHP varies according to motor unit type:
larger and longer AHPs are recorded in motoneurons innervating low threshold, slow-twitch
(type S) motor units than in those innervating higher threshold, fast-twitch (type F) motor units
(Kernell, 1983; Zengel et al., 1985). Although the factors underlying this variation are not
completely understood, the range of amplitudes and durations are quite large and functionally
important (amplitudes of about 1 to 10 mV and durations of 30 – 270 ms (Kernell, 1983; Zengel
et al., 1985)). When motoneurons are activated by injected current that is just sufficient to
produce regular repetitive discharge, the mean interspike interval is approximately equal to the
AHP duration (Kernell, 1965).

The long duration of the AHP suggests that calcium concentration in the vicinity of the channels
does not decay to resting levels for 10 to 100 milliseconds following a spike. As a result, during
repetitive discharge, calcium may accumulate over several interspike intervals, so that the
conductance following a given spike is summed with the residual conductance left from
previous spikes, leading to AHP summation. AHP summation may explain some of the long-
latency changes in firing rate after a PSP. The smoothed PSF in Fig. 3A shows a drop in firing
rate below the background rate at about 60 to 100 ms after the onset of an EPSP. The residual
AHP conductance remaining after interspike intervals that are shortened by the EPSP would
lead to a larger than average AHP for the following interspike interval and a drop in firing rate.
An IPSP that lengthens the interspike interval leads to less AHP summation and a shortened
subsequent interval (note the increase in firing rate at about 70 to 120 ms in Fig. 4A).

In addition to these cross-interval effects, the post-spike time course of the AHP conductance
is a major determinant of the membrane potential trajectories between spikes. The post-spike
increase in the AHP conductance leads to a large hyperpolarization, followed by a gradual
depolarization to the next spike as the net excitatory synaptic or injected current drive
overcomes the decaying AHP conductance. In fact, threshold-crossing models that incorporate
measured AHP conductance time courses are able to reproduce many features of motoneuron
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firing behavior, including the shape of the interspike membrane potential trajectories
(Baldissera and Gustafsson, 1974b, c). Schwindt and Calvin (Schwindt and Calvin, 1972)
described these trajectories in cat spinal motoneurons driven by injected current steps of
different amplitude over a wide range of firing rates (from around 10 to over 100 imp/s).
Recordings of tonically discharging human motor units typically include the lower end of this
range (5 – 20 imp/s; (Binder et al., 1996)). Over a small range of injected currents near the
threshold for steady repetitive firing, increases in firing rate are associated with a similar post-
spike hyperpolarization (‘scoop’) followed by a linear rise to threshold (‘ramp’) whose rate of
rise increases with firing rate (Schwindt and Calvin, 1972). Further increases in firing are
associated with a decrease in scoop depth and a constant rate of rise for the ramp phase
(Schwindt and Calvin, 1972). Models of this interspike membrane potential trajectory have
either assumed that changes in firing rate are achieved by differences in the scoop depth
followed by a constant ramp (e.g., (Ashby and Zilm, 1982b)) or that rate changes are associated
with a variable ramp slope following a constant scoop (e.g., (Miles, 1997; Miles et al.,
1989a; Miles et al., 1989b; Nordstrom et al., 1992; Poliakov et al., 1994; Türker and Cheng,
1994)). In addition to errors introduced by variations in membrane conductance and spike
threshold during the interspike interval, the accuracy of predictions based on these models will
depend in part upon whether the motoneuron is discharging at rates close to its minimum steady
firing rate (in which case a constant scoop followed by a variable ramp is appropriate), or at
higher rates (in which a variable scoop followed by a constant ramp is more appropriate).

4.2 Influence of spike threshold variations
Spike threshold as measured at the soma is likely to reflect the state of activation and
inactivation of sodium channels in the soma and adjacent axon hillock and initial segment.
Although the properties of the initial segment sodium current have not been studied directly,
they can be inferred from variations in firing level (the somatic voltage at which the rapid
upstroke of the action potential begins). Firing level exhibits a delayed dependence upon the
value of the somatic membrane potential (Burke and Nelson, 1971; Calvin, 1974) that is
thought to reflect subthreshold changes in sodium channel inactivation (Frankenhaeuser and
Vallbo, 1964; Schlue et al., 1974; Vallbo, 1964). Experiments on cat motor axons suggest
inactivation time constants in the range of 2 – 4 ms (Richter et al. 1974). Sodium inactivation
decreases with membrane hyperpolarization making more channels available to respond to
depolarization (Hodgkin and Huxley, 1952). The characteristics of sodium inactivation suggest
that during repetitive discharge, spike threshold should be reduced when the membrane
potential is hyperpolarized following a spike (‘scoop’) and then increase during the ramp phase
of depolarization. This type of variation in spike threshold has in fact been reported in both
motoneurons (Calvin, 1974; Powers and Binder, 1996) and neocortical neurons (Reyes and
Fetz, 1993).

Spike threshold variations can be quite prominent and act to reduce the distance between the
membrane potential and spike threshold over most of the interspike interval. Figure 5A shows
the effects of superimposing just-threshold, 1 ms current pulses at different delays after the
occurrence of spikes in a repetitively firing cat spinal motoneuron (Powers and Binder,
1996). The solid horizontal line represents the spike threshold measured at the end of the
unperturbed interspike interval (based on the voltage at which the first derivative of membrane
potential exceeds 10 mV/ms, cf. (Brownstone et al., 1992)). If threshold remained constant at
this level throughout the interspike interval, the distance to threshold would be almost 15 mV
at the point of peak hyperpolarization. The dashed line shows the estimated time course of
spike threshold based on the responses to just-threshold current pulses applied at different
delays. Near the peak hyperpolarization, the distance to threshold is only about 5 mV. These
threshold variations should markedly increase the spike-triggering efficacy of EPSPs, which
may explain the overestimates of EPSP amplitude referred to (Section 3.2 and Powers and
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Türker, in preparation). Figure 5B shows that a 5 ms conditioning hyperpolarizing pulse lowers
the spike threshold for a subsequent depolarizing pulse. This example provides further evidence
that spike threshold follows membrane potential time course with a relatively short time lag
(< 5 ms). This implies that the spike-triggering efficacy of an EPSP will depend on both its
amplitude and time course. Fast-rising EPSPs are more likely to cross threshold than slowly-
rising EPSPs of the same amplitude, since the fast-rising EPSP can cross threshold before the
spike threshold has time to track the depolarization produced by the EPSP itself.

4.3 Influence of background synaptic noise
As mentioned above (Section 3.1), threshold-crossing models predict that background synaptic
noise should lead to an increase in the duration of the PSTH peak, since the addition of the
noise component implies that the peak depolarization associated with an EPSP can occur over
range of times around the peak amplitude measured in the absence of noise (Midroni and
Ashby, 1989; Polyakov, 1991). Surprisingly, a study using injected current to mimic small
EPSPs and different levels of synaptic noise, showed that the main effect of increasing the
level of noise was to reduce the size of the PSTH peak, rather than increase its duration
(Poliakov et al., 1996). The reduction in spike-triggering efficacy was proportional to both
noise amplitude and the frequency content of the noise – noise filtered with a time constant of
5 ms had no effect on the PSTH peak. The maximum amplitude of high-frequency noise used
reduced PSTH peak amplitude by up to 50%. Since these effects were produced by somatically-
injected current, they probably underestimate the effects of actual background synaptic noise,
since this will also lead to an increase membrane conductance, leading to a decrease in the
synaptic current reaching the soma from dendritic synapses (Barrett, 1975).

4.4 Influence of persistent inward currents (PICs)
A variety of motoneurons have been shown to exhibit persistent (i.e, non- or slowly-
inactivating) inward currents (PICs) that reflect current flow through voltage-sensitive calcium
(Ca) and sodium (Na) channels first activated subthreshold to the spike (reviewed in (Heckman
et al., 2008; Heckman et al., 2003; Powers and Binder, 2001). The exact properties and
distributions of the channels responsible for the sodium and calcium components of the
persistent inward currents (NaPIC and CaPIC, respectively) are not well known and represent
a very active area of research. However, the functional properties of the NaPIC and CaPIC are
different (Heckman et al., 2008), and thus would be expected to exert different effects on
transient synaptic potentials. The NaPIC has fast kinetics, is thought to depend primarily on
current flow through channels located near the soma, and slowly inactivates with continued
depolarization. In contrast, the CaPIC exhibits much slower activation kinetics, exhibits little
or no inactivation, and is thought to depend primarily on current flow from more distally located
channels. The fast activation kinetics of the NaPIC component enable it to amplify transient
synaptic potentials (e.g., (Manuel et al., 2007; Stuart and Sakmann, 1995)), and may contribute
to the delayed interspike interval shortening effects discussed above (Reyes and Fetz, 1993).
In contrast, it is possible that the increased conductance associated with the activation of the
CaPIC may shunt more distally located synaptic inputs, leading to a decrease in the amplitude
of transient synaptic potentials.

4.5 Influence of background discharge rate
All of the factors discussed above are likely to come into play as the background discharge
rate of the motoneuron is changed. Higher discharge rates are likely to involve AHP
summation, leading to a larger increase in membrane conductance. If synaptic noise is assumed
to reflect the largely asynchronous activation of presynaptic inputs, the variance of synaptic
noise should increase in parallel with its mean level. Both of these factors would be expected
to decrease responsiveness as discharge rate is increased. Moreover, since synaptic inputs are
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predominantly distributed on the dendrites, increasing voluntary drive will be associated with
increased dendritic membrane conductance, acting to shunt currents from reflexively activated
inputs, which will again contribute to lower responsiveness with increasing discharge rate. The
dependence of interspike variations in spike threshold on background firing rate have not been
systematically explored, so it is not clear how threshold variations will influence excitability
at different firing rates. The current view on the activation of the persistent inward current
mediated by dendritic calcium channels (CaPIC) is that during synaptic activation it is nearly
completely activated prior to recruitment (cf. (Gorassini et al., 2002)). If this is indeed the case
then the PIC influence of the response of motoneuron to transient synaptic inputs may not
change much with changes in background discharge rate. If the PIC is not fully activated at
recruitment, then graded activation of the PIC with increasing firing rate can lead to increasing
amplification of synaptic inputs (ElBasiouny et al., 2006). However, the effective time constant
of the dendritic PIC is thought to be relatively slow (cf. ElBasiouny et al., 2006), so PIC
activation may not influence the amplitude of transient synaptic inputs.

A number of researchers have studied the effects of background discharge rate on the size of
a PSTH peak produced by a fixed stimulus. Although some studies have found that spike-
triggering efficacy is relatively constant over a range of background discharge rates (Ashby
and Zilm, 1982a; Miles et al., 1989b), others have found a strong, inverse relationship between
spike-triggering efficacy and discharge rate (Jones and Bawa, 1995; Kudina, 1988; Olivier et
al., 1995). The inverse relationship may in part reflect the increase in membrane conductance
and noise with increasing discharge rate referred to above. However, Türker and Powers
(Türker and Powers, 2002) found that when different discharge rates were elicited by
superimposing a constant level of noise on different mean levels of injected current that the
spike-triggering efficacy of simulated EPSPs also declined with increasing background
discharge rate. The relationship was generally not linear, and the largest decline in spike-
triggering efficacy took place when comparing the lowest discharge rates (< 12 imp/s) to higher
discharge rates. A probable explanation for this result is that the form of the interspike interval
trajectory changes from relatively low to higher discharge rates, so that the EPSP is closer to
threshold over a higher percentage of interspike intervals when the discharge rate is very low.

A number of researchers have suggested that when human motoneurons are activated
physiologically (i.e., by noisy synaptic inputs) their interspike interval trajectories at the lowest
discharge rates are significantly different from those of cat motoneurons driven by non-noisy
injected currents (Kudina, 1999; Matthews, 1996; Türker, 1995). The presence of appreciable
noise allows motoneurons to fire steadily at rates at which the mean interspike interval is longer
than the AHP duration (Powers and Binder, 2000). This lower range of firing rates has been
called the subprimary range (Kudina, 1999), and during discharge in this range the average
membrane potential trajectory is thought to reach a constant distance below threshold toward
the end of the interspike interval, so that spikes are triggered by random fluctuations in synaptic
noise rather than by a linear rise to threshold (Kudina, 1999; Matthews, 1996; Powers and
Binder, 2000; Türker, 1995).

Figure 6 illustrates how the curvilinear interspike membrane potential trajectory characteristic
of subprimary range firing can affect the spike-triggering efficacy of different sized EPSPs.
The relative spike-triggering efficacy of these EPSPs at different discharge rates depends on
the relation between EPSP size and distance to threshold throughout the interspike interval.
For the illustrated cases, the large EPSP can trigger spikes over a significantly greater
proportion of the interspike interval when the cell is firing at the low discharge rate versus the
higher rate (71% versus 54%), whereas the spike-triggering efficacy of the small EPSP is about
equal at the two rates (26% versus 22%).
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The analysis of spike-triggering efficacy illustrated in Figure 6 assumes that spike threshold
is constant, whereas there is abundant evidence that spike threshold varies during the interspike
interval (see above). Matthews (Matthews, 1996) has recently proposed that the interspike
interval statistics can be used to estimate the effective distance between membrane potential
and threshold throughout the interspike interval during voluntary activation of human
motoneurons, and that this distance to threshold estimate can then be used to more accurately
assess the amplitude of EPSPs (Matthews, 2002). Our recent analysis of the accuracy of this
method (Powers and Türker, unpublished) indicates that the method appears to work relatively
well for small and medium-sized EPSPs (peak amplitudes within 2 – 3 noise standard
deviations), but not for larger EPSPs. The underlying problem is that the distance to threshold
can only be directly estimated over the portion of the interspike interval in which noise is able
to trigger spikes; the distance to threshold for the earliest part of the interspike interval must
be extrapolated from a curve fit to the estimated distance to threshold for the later part of the
interspike interval.

5. Using motor unit discharge to distinguish changes in synaptic input from
changes in motoneuron properties

Alterations in the reflexive or voluntary activation of motoneurons resulting from training,
injury or disease are likely to involve plasticity at multiple spinal and supraspinal sites (Wolpaw
and Tennissen, 2001)), including changes in the intrinsic properties of motoneurons (Halter et
al., 1995; Heckman et al., 2005). Changes in the response of a population of motoneurons to
a given peripheral input may be difficult to interpret, since an increased excitatory response,
for example, could simply reflect an increase in subthreshold depolarization of motoneurons,
so that they are closer to threshold (Powers et al., 1988). The use of the PSTH and PSF
techniques avoids this particular issue since responses are recorded from motoneurons that are
already activated sufficiently to produce tonic, background discharge. Since motoneuron
responsiveness can change with background discharge rate (Section 4.5), it is important to
match motor unit discharge rate when comparing the responses of different motor units. For
example, the susceptibility of different masseter motor units to inhibition was found to depend
upon their background discharge rather than their recruitment order (Miles and Türker,
1986). Although high discharge rates may be difficult to achieve in many pathological
conditions, motoneuron responses should preferably be studied when motor units are firing
above the ‘subprimary’ range’ (Kudina, 1999), since motoneuron responsiveness is likely to
vary the greatest over this lower range of firing rates. Even when this condition cannot be met,
the PSF can be used to detect changes in the relative excitatory and inhibitory contributions to
a reflex response. For example, PSFs evoked in normal subjects by cutaneomuscular
stimulation of the medial arch of the foot show an initial phase of excitation, followed by a
cessation of discharge, then a period of reduced rate, and a final period of increased firing rate
(Norton et al., 2008). In contrast, PSFs obtained in subjects with incomplete spinal cord injuries
(SCI) exhibited only a long-lasting increase in firing rate (Norton et al., 2008), suggesting that
inhibitory pathways activated by cutaneous stimuli in normal subjects are suppressed following
SCI. The total duration of increased firing rate was also much greater in SCI subjects, which
could either reflect prolonged synaptic input or the activation of persistent inward currents
(PICs).

The relative contribution of alterations in synaptic input versus motoneuron properties is more
difficult to disentangle when pathology or training leads to more subtle changes in the time
course or amplitude of stimulus-evoked changes in motoneuron firing rate and probability. For
example, a recent study by Suresh and colleagues (Suresh et al., 2005) on the response of biceps
motor units to tendon taps in stroke patients exhibiting spasticity revealed that the duration of
the PSTH peak was shortened in spastic patients compared to control subjects, but the peak
amplitude was not changed. The change in PSTH peak duration probably reflects a faster EPSP
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rising phase, but whether this results from a change in the location of synaptic inputs or changes
in motoneuron properties is not clear. Using motor unit discharge recordings to draw inferences
about the pathophysiology of a particular motor deficit is likely to require a multi-faceted
approach that includes recordings of motor unit discharge during a number of different
behaviors and in motor unit responses to many different peripheral and descending inputs. Both
animal and computer models are likely to continue to be important tools for interpreting the
discharge of human motoneurons. The ability to simulate evoked synaptic inputs and synaptic
noise by intracellular current injection and study their effects on discharge is critical to the
interpretation of evoked changes in human motor unit discharge (e.g., (Norton et al., 2008;
Türker and Powers, 2005, 1999, 2003, 2002). Injected current can also be used to simulate the
effects voltage-dependent conductances using the dynamic clamp technique (Manuel et al.,
2007, 2006). The combination of these two techniques is likely to shed new light on how
synaptic inputs and intrinsic motoneuron properties interact to control motor unit response
properties.
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Figure 1.
Two different effects of EPSPs on spike triggering. A and C, schematic of the interspike interval
membrane potential trajectory, showing direct threshold crossing (A) or delayed spike
triggering (B; advanced spiking effect). C and D show the corresponding PRC curves. (From
Fig. 1 of (Mattei and Schmied, 2002) with permission.)
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Figure 2.
A. Approximate membrane potential trajectory between spikes with superimposed EPSPs.
Dotted traces indicate to different potential trajectories of spike threshold. B. Two different
distance to threshold trajectories referenced to the onset of two different EPSPs. EPSPs
occurring earlier in the interspike interval (dashed line) fail to advance spikes, whereas those
occurring later do. C. Predicted PSTH. See text for further details. (Adapted from Fig. 11 A –
C of (Fetz and Gustafsson, 1983) with permission.)
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Figure 3.
Comparison of the ability of different output measures to reflect the time course of a large
simulated EPSP. In all panels, the time course of the injected current transient is indicated by
the dashed line and the resultant simulated EPSP by the smooth solid line. The various response
measures are indicted by the irregular solid lines superimposed on the EPSP. A. Smoothed
peristimulus frequencygram (PSF). B. Smoothed interspike interval superposition plot (IISP).
C. Cumulative sum of the peristimulus histogram (CUSUM). D. Interspike interval change
function (IICF). (From Fig. 5.6 of (Powers and Türker, 2001) with permission.)
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Figure 4.
Comparison of the ability of different output measures to reflect the time course of a large
simulated IPSP. Same layout as Fig. 3. A. Smoothed PSF. B. Smoothed IISP. C. PSTH
CUSUM. D. IICF. (From Fig. 5.7 of (Powers and Türker, 2001) with permission.)
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Figure 5.
Interspike variations in spike threshold. A. Superimposed membrane potential trajectories
during repetitive discharge with and without the superimposition of 1 ms current pulses at
different post-spike delays. The solid horizontal line indicates the spike threshold measured at
the end of an unperturbed interspike interval, whereas the dotted line indicates spike threshold
at different points during the interspike interval, based on the spike-triggering effects of the
current pulses. B. Effects of a conditioning 5 ms hyperpolarizing current pulse on spike
threshold. The rightmost arrow indicates spike threshold at the end of an unperturbed interspike
interval, whereas the upper left trace indicates spike threshold estimated earlier in the interval.
The lower left trace shows the effects of a conditioning hyperpolarizing pulse on spike
threshold. (From Fig. 2A, B of (Powers and Binder, 1999) with permission.)
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Figure 6.
Effects of membrane potential trajectory shape on spike-triggering efficacy of large and small
EPSPs. Each panel shows theoretical membrane potential trajectories for a motoneuron firing
at a low (6 imp/s) and higher (14 imp/s) rate. The dashed lines show superimposed large (A)
and small (B) EPSPs. The EPSPs have been placed at a point where they would first trigger
spikes with a 50% probability in the presence of noise. The lines with double arrows indicate
the proportion of the interspike interval over which spikes can be triggered with a 50% or
greater probability at the low rate (thick lines) and higher rate (thin lines). (From Fig. 9 of
(Türker and Powers, 2002) with permission.)
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