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ABSTRACT

Many past studies of sound localization explored the
precedence effect (PE), in which a pair of brief,
temporally close sounds from different directions is
perceived as coming from a location near that of the
first-arriving sound. Here, a computational model of
low-frequency inferior colliculus (IC) neurons
accounts for both physiological and psychophysical
responses to PE click stimuli. In the model, IC
neurons have physiologically plausible inputs, receiv-
ing excitation from the ipsilateral medial superior
olive (MSO) and long-lasting inhibition from both
ipsilateral and contralateral MSOs, relayed through
the dorsal nucleus of the lateral lemniscus. In this
model, physiological suppression of the lagging
response depends on the inter-stimulus delay (ISD)
between the lead and lag as well as their relative
locations. Psychophysical predictions are generated
from a population of model neurons. At all ISDs,
predicted lead localization is good. At short ISDs, the
estimated location of the lag is near that of the lead,
consistent with subjects perceiving both lead and lag
from the lead location. As ISD increases, the esti-
mated lag location moves closer to the true lag
location, consistent with listeners’ perception of two
sounds from separate locations. Together, these
simulations suggest that location-dependent suppres-
sion in IC neurons can explain the behavioral
phenomenon known as the precedence effect.
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INTRODUCTION

Listeners have a remarkable ability to localize sounds
accurately in reverberant settings, a feat attributed to
the fact that they give greater perceptual weight to
location cues at sound onsets, suppressing cues from
later-arriving reflections (Zurek 1980; Freyman et al.
1997; Devore et al. 2009). This “precedence effect”
(PE; Wallach et al. 1949) has been studied using a
range of paradigms whereby a pair of dichotic clicks is
presented with a brief inter-stimulus delay (ISD).
Psychophysical studies in humans (e.g., Zurek 1980;
Freyman et al. 1991; Litovsky and Shinn-Cunningham
2001) and nonhuman species (e.g., Kelly 1974;
Cranford 1982; Wyttenbach and Hoy 1993; Keller
and Takahashi 1996) reveal different phases of the PE
(Blauert 1997). Summing localization, in which listeners
perceive one single fused auditory image located
somewhere between the lead and lag sources (often
biased towards the leading source), occurs for ISDs

495



496

from 0 to 1 ms. Localization dominance, in which the
fused image is localized near the lead, occurs for ISDs
ranging from 1 to 10 ms. For ISDs greater than 10 ms,
the echo threshold (the shortest ISD at which two
separate auditory images are heard) is reached, but
the perceived locations of the two sounds are both
often close to the lead. For ISDs considerably longer
than the echo threshold, listeners localize lead and
lag independently, at the locations where lead and lag
would be perceived in isolation (Litovsky and Shinn-
Cunningham 2001).

Neural correlates of the PE are observed in
extracellular responses in inferior colliculus (IC;
Carney and Yin 1989; Yin 1994; Fitzpatrick et al.
1995; Litovsky and Yin 1998a, b; Tollin et al. 2004).
For small ISDs, neural responses to the lag are
reduced or eliminated, consistent with the leading
source dominating sound localization and the lagging
source location having little influence on perception.
Neural responses in awake animals recover at ISDs
comparable to psychophysically measured echo
thresholds (Fitzpatrick et al. 1995; Tollin et al. 2004).

Some previous models have simulated behavioral
aspects of the PE (Lindemann 1986; Tollin and
Henning 1999; Hartung and Trahiotis 2001; Dizon
and Colburn 2006). The current study accounts for
both physiological and behavioral PE results using a
population of biologically plausible, model IC neu-
rons. Responses of single IC neurons are simulated
for pairs of binaural click stimuli with ISDs spanning
the range from localization dominance to echo
threshold, where longer-term inhibition is the domi-
nant factor. Responses from the model population are
combined to predict the perceived location of paired
clicks. Results are compared with corresponding
physiological and psychophysical data. Finally, we
comment on some open questions about our model-
ing approach, including the role of inhibitory path-
ways to IC, the contributions of cochlear interactions
of low-frequency neurons in PE conditions, and the
possible explanations for minor discrepancies
between simulated and observed behavioral results.

METHODS
Stimuli

Stimuli consist of pairs of binaural clicks (the lead and
the lag) separated by different ISDs. The ISD was
defined as the time difference between the onsets of
the lead and lag clicks delivered to the right ear.
Interaural time delays (ITDs) were imposed sepa-
rately on the lead and lag binaural clicks. Positive
ITDs were generated by advancing the stimulus in the
ear contralateral to the model cell (right).
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The click stimuli were generated in MATLAB at a
sampling rate of 20 kHz using square pulses of 50-us
duration passed through a 5th-order Butterworth low-
pass filter with a cutoff frequency of 2 kHz. The
intensity of a single, monaural click was set to 70-dB
peak-equivalent SPL. Binaural PE stimuli were gen-
erated by adding the desired ITDs to the lead and lag
clicks, superimposing the resulting binaural lead and
lag stimuli, and then presenting the resulting left- and
right-ear stimuli to the auditory nerve model. For
each model neuron and tested stimulus, 50 repeti-
tions of the paired PE stimuli were presented to the
model to generate peri-stimulus time (PST) histo-
grams. These average results were used to predict
both physiological and behavioral results.

Model structure

The model (Fig. 1) consists of a hierarchy of process-
ing stages, mimicking the stages of the auditory
periphery, brainstem, and midbrain. Our IC model
neurons, which are based on a previous IC model (Cai
et al. 1998), are innervated by medial superior olive
(MSO) model neurons (Brughera et al. 1996), with
inhibitory inputs that reach the IC via the dorsal
nucleus of the lateral lemniscus (DNLL). The relative
strength of inhibition from ipsi- vs. contra-lateral
DNLL determines the type of the IC cell (suppres-
sion-at-maximum (SMAX) or suppression-at-mini-
mum (SMIN), see below). The MSO model neurons
receive bilateral inputs from the model bushy cells in
the cochlear nucleus (Rothman et al. 1993), which
receive convergent inputs from the model auditory-
nerve (AN) fibers (Carney 1993). In our modeling, we
assumed that the left and right ICs were mirror
symmetric. By convention, half of the individual
model neurons comprising the IC population model
were in the left IC (i.e., responding primarily to sources
with positive ITDs, leading in the right ear), and the
other half were in the right IC (i.e., responding
primarily to negative ITDs, leading in the left ear).
Both left and right IC responses were combined to
generate the total population response, which con-
tributed to predictions of perceived locations.

Auditory nerve model. The Carney (1993) model is used
to generate neural spikes of low-frequency AN fibers
in response to the stimuli. The frequency tuning
around the characteristic frequency (CF) of the AN
fiber is determined by a nonlinear band-pass filter, as
described by Carney (1993). The output of the filter is
then passed through models of the inner hair cell (IHC,
a compressive nonlinearity) and the IHC-AN synapse
(which incorporates adaptation and refractoriness) to
simulate the corresponding processing stages in the
cochlea. A non-homogeneous Poisson process model is
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FIG. 1. Structure of the inferior colliculus (IC) model, which
incorporates models of medial superior olive (MSO) neurons, bushy
cells in cochlear nucleus, and auditory-nerve fibers. The DNLL is
included in the model only as a relay mechanism for generating
delayed inhibitory input to the IC from the MSO. The details of DNLL

used to generate random spike times of the AN fiber. All
of the parameter values used here are identical to the
Carney (1993) model used in Brughera etal. (1996) and
Cai et al. (1998).

Bushy cell model. The temporal information in low-
frequency AN-fiber responses is enhanced in the
responses of model spherical bushy cells in the
anteroventral cochlear nucleus. These cells, which
provide input to the next model stage (MSO), have
primary-like PST histograms with high synchronization
indices in response to low-frequency tone-burst stimuli
at CF (Joris et al. 1994). The activity of spherical bushy
cells is produced by the Rothman et al. (1993) model,
which is based on the assumption that the soma of the
bushy cell is uniform and adendritic. The model
membrane contains three voltage-dependent ion
channels (a low-threshold, slow potassium channel, B;
a fast potassium channel, K; and a fast sodium channel,
Na) as well as a voltage-independent leakage channel
(L). The membrane potential (V) is determined by the
currents of these channels as well as those of the
excitatory and inhibitory synaptic inputs:
C% + Gp(V — Ex) + Gk (V — Ex) + Gno(V — Eng)
+GL(V — EL) + G[(V — E[) + GE(V — Eb) = Ly

(1)

where C is the membrane capacitance, the subscrip-
ted-£ parameters are the reversal potentials of the
corresponding channels, and /,, is the applied
external current, which is set to zero throughout this

497

B SMIN
Decision Center
CONTRA

IPSI (Readout)

’ Auditory-nerve Fibers ‘

f

Acoustic Stimuli

cell behaviors are not included in the model. Excitatory synapses are
marked by plus signs and inhibitory synapses by minus signs. A The
structure of SMAX model neuron, which has strong ispilateral
inhibition. B The structure of SMIN model neuron, which has strong
contralateral inhibition.

study. The conductances of the low-threshold slow
potassium channel (Gg), the fast potassium channel
(Gg), and the fast sodium channel (Gy,) are
described by Hodgkin and Huxley (1952) type
equations. The time course of the excitatory synaptic
conductance (Gg) in response to a single input
discharge is described by the following alpha function
with a time constant of Tey:
GE(t_ t{)) = GEmaxﬂ

)

ex

xexp[l_ }uu—m. (@)

The conductance starts to increase when an input
action potential arrives at time {, reaching its
maximum value Gg .. at time #{+ To,, The model
cell receives excitatory inputs from 25 model AN
fibers with a CF of 500 Hz. The convergence of many
excitatory inputs onto one model spherical bushy cell,
each of which is individually too weak to depolarize
the bushy cell, results in responses with very high
synchrony that support and enhance the close
dependence of the MSO discharge rate on the
stimulus ITD. There are no inhibitory inputs in the
implemented bushy cell model. Further details con-
cerning supporting equations of the Hi-Sync bushy
cell model can be found in Rothman et al. (1993).
The parameter values used here are the same as those
used in Brughera et al. (1996) and Cai et al. (1998);
these values are the same as those used by Rothman et
al. (1993), except for f,, and ay, (Brughera, personal
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communication). Brughera et al. (1996) modified
these parameters to reduce regularity in inter-spike
intervals (reduced via inhibition in Rothman et al.
1993). The modifications provide smoother transi-
tions in B, and oy, as a function of membrane voltage,
a characteristic also present in a more recent model
by Rothman and Manis (2003).

MSO model. The MSO is thought to be the initial site
of low-frequency binaural interaction. MSO neurons
are “tuned” (respond preferentially) both to a
particular sound frequency and a particular ITD in
input binaural stimuli. At least to a first-order
approximation, this characteristic arises because these
cells act as narrowband interaural “coincidence
detectors” (Colburn et al. 1990; Joris et al. 1998),
generating output spikes only if they receive nearly
simultaneous neural spikes from matched frequency,
narrowband ipsilateral, and contralateral excitatory
spherical bushy cell inputs (note that inhibition has
also been shown to influence the ITD tuning of MSO
neurons; e.g., see Brand etal. 2002). The delays of spikes
from the ipsi- and contralateral ears to a particular MSO
neuron can differ; as a result, different model MSO
neurons are characterized by different “best” ITDs (the
ITD that leads to the maximal firing rate for a particular
neuron), which is that ITD that compensates for
difference in the neural transmission delays to the
neuron from the ipsi- and contralateral ears. In the
current study, we assume that the inputs reaching a
model MSO neuron from the contralateral side are
always delayed relative to ipsilateral inputs; therefore,
the model MSO neurons prefer (respond most
vigorously to) sound sources from the contralateral
sound field. With our conventions, model neurons in
the left MSO have positive best ITDs.

The current MSO model neurons are the same as
those developed by Brughera et al. (1996), which
received only Hi-Sync excitatory inputs from model
bushy cells on both sides, leaving out any inhibitory
inputs. The Hodgkin—Huxley point neuron model for
spherical bushy cells (Rothman et al. 1993) is also
used to model the MSO cell. This type of MSO model
cell has been shown to be particularly sensitive to the
relative timing of its inputs due to the contribution of
a slow, low-threshold potassium channel (Brughera et
al. 1996). The parameters for the ipsilateral and
contralateral excitatory synaptic conductances, includ-
ing the number of input neurons, the maximum value
and the time constant of the synaptic conductance,
and the delay of the input arrival, are identical to
those used in Brughera et al. (1996).

IC model. Connections from model MSO cells to a
model IC cell are based on anatomical and physiological
evidence. Specifically, the MSO provides ipsilateral
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projections to the IC (Henkel and Spangler 1983),
while both the ipsilateral and contralateral DNLL
provide GABAergic, inhibitory projections to the IC
(Adams and Mugnaini 1984). Excitatory inputs from
MSO to ipsilateral IC lead to ITD sensitivity in low-
frequency IC cells (Kuwada and Yin 1983; Carney and
Yin 1989; Loftus et al. 2004). Delayed inhibitory inputs
to the IC from DNLL are thought to contribute to the
neural correlates of the PE (Carney and Yin 1989; Yin
1994; Fitzpatrick et al. 1995; Litovsky and Yin 1998a, b;
Litovsky and Delgutte 2002).

The differential equations describing the mem-
brane potential of the model IC neurons are the same
as those in the IC model developed by Cai et al.
(1998), which are common to both principal cells in
the MSO (Brughera et al. 1996) and the spherical
bushy cells in the anteroventral cochlear nucleus
(Rothman et al. 1993). In the Cai et al. (1998) IC
model, the time course of the inhibitory synaptic
conductance (Gj) is described by a linear summation
of an alpha function and an exponential function.
Detailed parameter specifications for excitatory and
inhibitory synaptic conductances in the current IC
model are provided in Table 1. Similar to the Cai et al.
(1998) model, the time constant associated with
inhibitory inputs are relatively long-lasting (several
milliseconds) compared with the brief conductance
changes evoked by excitatory inputs (tenth of milli-
seconds). Inhibitory inputs to the IC are delayed,
presumably because of the extra synapse when passing
through the DNLL. As a result, inhibition suppresses
responses after sound onsets but has little effect on
onset responses except for very short ISDs.

In contrast to the Cai et al. (1998) model (which
receives inhibition only from contralateral MSO),
directionally tuned parallel inhibition from both ipsi-
lateral and contralateral MSOs (via the corresponding
DNLL) are used in our IC model to produce
suppression of the lagging response that depends
strongly on the relative locations of lead and lag clicks
in the acoustic inputs, consistent with responses
observed in past physiological studies of the PE
(Carney and Yin 1989; Yin 1994; Fitzpatrick et al.
1995). Some IC neurons show greatest suppression of
the lagging response when the leading sound comes
from the neuron’s best ITD. These neurons, known as
SMAX neurons (Litovsky and Yin 1998b), receive
more inhibition from the ipsilateral DNLL than from
the contralateral DNLL in the model (see Fig. 1A and
SMAX model parameters in Table 1). In contrast,
SMIN neurons (Litovsky and Yin 1998b) show greatest
suppression of the lag when the lead comes from
positions that elicit little response. These neurons
receive stronger inhibition from the contralateral
DNLL in the model (see Fig. 1B and SMIN model
parameters in Table 1). The parameters for the
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TABLE 1

Parameters for a model SMAX and SMIN IC neuron

Excitation Inhibition

Parameters (SMAX)

Number of MSO inputs 1) 1) 1(C)
Peak conductance (ns) 25 8 5
Time constant (ms) 0.1 3 2
Best ITD of MSO inputs (us) 300 300 -300
Delay of arrival (ms) 0 2 2

Parameters (SMIN)

Number of MSO inputs 1) 1) 1(C)
Peak conductance (ns) 25 5 8
Time constant (ms) 0.1 2 3
Best ITD of MSO inputs (us) 300 300 -300
Delay of arrival (ms) 0 2 2

C inputs come from the contralateral side of that neuron, I inputs come from
the ipsilateral side of that neuron

ipsilateral and contralateral inhibitory channels of the
model SMIN neuron are symmetrically opposite those
of the model SMAX neuron. These parameters were
constrained by the values suggested by Cai et al.
(1998) and were chosen to fit the physiological
responses of empirical SMAX and SMIN neurons
observed in Litovsky and Yin (1998a, b) study.

Individual neuron analysis

Responses of model neurons were calculated as the
running average of the number of spikes over 50
stimulus repetitions. The techniques used here to
allocate responses to the leading and lagging stimulus
were taken from past physiological studies (Fitzpatrick
et al. 1995; Litovsky and Yin 1998a; Tollin et al. 2004).
Specifically, to quantify responses, we analyzed the
number of the spikes falling within a time window
covering a fixed poststimulus time (Fig. 3A). The
temporal position of the analysis window for an input
click was determined by model responses to an
isolated binaural click. Specifically, the window began
when the discharge rate in the output spike train first
exceeded the mean spontaneous rate by at least two
standard deviations (the mean spontaneous rate was
computed over the 10 ms prior to the stimulus
presentation) and ended when the response fell
below the mean spontaneous rate. Response latency
was defined as the start time of the analysis window.
For pairs of binaural clicks, two windows (the
leading window and the lagging window) were used to
calculate responses, based on the window latency and
window duration determined from the isolated click
input. In other words, the relative start and end times
of the leading window were taken to be the same as
those of the analysis window in response to a single
click. The lagging window start time equaled the
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response latency plus the ISD; the lagging window had
the same duration as the leading window.

For large ISDs (e.g., Fig. 3B), the leading and
lagging windows did not overlap; we were able to
separately compute the response to the lead and lag
from the spike counts in the leading and lagging
window. For small ISDs (e.g., Fig. 3C), the two windows
overlapped; in these cases, the response to the lag was
estimated by subtracting the number of spikes in
response to an isolated binaural click (identical to
and with the same absolute timing as the lead) from
the number of spikes counted from the onset of the
leading window to the offset of the lagging window.

Population model analysis

The absolute discharge rate of a single IC neuron
cannot account for the perceived location of acoustic
inputs. The ITDs of the leading and lagging stimuli
were estimated based on the responses of a population
of model IC neurons with the same frequency tuning.
The perceived location of the PE stimuli was hypothe-
sized to be a weighted sum of the estimated leading and
lagging ITDs. As described below, the relative weights
given to the leading and lagging ITD estimates were
assumed to depend on the reliability of the estimated
ITDs, which were also computed directly from the
population response of the model neurons.

In the current work, we concentrated on neurons
with low CFs of 500 Hz and assumed that the
population consisted of neurons whose best ITDs
were uniformly distributed over a symmetrical range
from —1 to +1 ms in 0.05 ms increments, for a total of
41 model neurons. A summary of the response P of a
population of neurons is given by a vector average of
complex values, representing the individual neurons’
responses (see Shinn-Cunningham and Kawakyu
2003). The magnitude of the complex value associ-
ated with a given IC neuron is given by the number of
spikes (L) falling within the time window being
considered (see individual neuron analysis, above);
the phase of this complex value is determined by the
best ITD (t,,) of that neuron, so that the response of a
particular neuron is given by the complex vector
Ly, @*™ ™ where L, is the spike count falling in the
leading or lagging window of the neuron tuned to T,
The complex average of these values (computed over
best ITD) is the parameter P, specified here for each
of the time windows (k=lead or lag):

1 Tp="T
— j270f T
Pk - 2T Z Lk: Tmej " 9 (3)

Ty=—T

where T=1 ms and fis the CF of the peripheral band-
pass filter (/=500 Hz). For pure sinusoidal inputs, the
phase of P gives the maximum likelihood estimate
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(MLE) of the interaural phase delay (IPD) of a
binaural input with an IPD that is constant overtime
(Colburn and Isabelle 1992; Shinn-Cunningham and
Kawakyu 2003); given the narrowband nature of the
IC responses analyzed here, the phase of P approx-
imates the IPD MLE for broadband clicks estimated
from the frequency band centered on f.

o = /Py (4)

While the angle of P estimates IPD, the magnitude
of P varies with the reliability of the observed
population response estimate (Shinn-Cunningham
and Kawakyu 2003) and is directly related to the
interaural correlation of the left and right ear inputs
in response to a single sound source. We thus estimate
the reliability of the IPD estimate in response to a lead
or lag input as:

e = [Pyl (5)

For the PE stimuli used here, we hypothesized that
the perceived IPDs corresponding to the lead (6,)
and the lag (05) are weighted sums of the lead and lag
IPDs estimated by Eq. 4:

0i = ¢iPuaa + (1 — ¢;)Piag, (6)

where the weights (¢;) differ for estimates of lead and
lag location (i=1 and 2, respectively). In general, the
weights depend on the reliability of the population
response to the lead (or to the lag), relative to the
reliability of the population response to the lead (or
lag) alone. If the instruction is to match the location
of the leading stimulus, i=1,

Yiead
o= ac ’ (7)
VSlead
while if the instruction is to match the location of the
lagging stimulus, =2,

o=1-% (8)
TSlag

where 75,4 and 7y, are the reliability measures
estimated using Eq. 5 to a single binaural click
presented in isolation at the leading or lagging
locations (for 75.q and 75, respectively). Finally, for
the low-frequency that we examined (/=500 Hz), we
assumed that the perceived ITD, a;, is given by

a;=0;/f. 9)

For high-frequency neurons, where the maximum
IPD observed can exceed 2mf, further assumptions
must be made to resolve inherent ambiguity in the
IPDs. The weights (¢;) are restricted to fall between 0
and 1. A value of ¢=1 (which occurs when the
reliability of the estimate of the leading ITD, 7,4
equals the reliability of the estimated ITD for the lead
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click in isolation, 7g,,;) indicates that the lead
dominates lateralization entirely (o;=¢,4/f). Con-
versely, c=0 (which occurs when the reliability of the
estimate of the lagging ITD, 7, equals the reliability
of the estimated ITD for the lag click in isolation,
Tsiag) indicates that the lag dominates lateralization
completely (ao=¢,/f). We expect the response to the
leading stimulus to be only modestly affected by the
presence of the lag (c;=1 and oy = @,/ f); therefore,
in the current study, the perceived leading location is
expected to roughly equal the location of a single
click at the lead location. If the instruction is to match
the lagging I'TD, the precedence effect is strong when
the population response to the lagging stimulus is
substantially suppressed (co=1 and ao=@,../f); in
these cases, the model predicts that the lagging image
is near the leading source. When the lagging stimulus
begins to evoke a population response that closely
resembles the neural response to the lagging source
presented in isolation, the precedence effect is weak
(co~0 and oo~ @/f); in these cases, the model
predicts that the lagging image would be localized
near the location of the lagging source.

RESULTS

In this section, we first illustrate MSO model
responses in order to demonstrate that long-lasting
DNLL inhibition is necessary to explain lead-lag
interactions observable for ISDs longer than 5 ms,
i.e., in the range studied in past physiological work.
We then present simulations of the responses of a
single IC neuron, as well as of a population of IC
neurons. Finally, psychophysical predictions based on
the physiological responses are compared to past
behavioral results.

Model MSO cell’s response to paired clicks

The model MSO cell’s response to a single click lasts
for up to 10 ms due to the ringing of the MSO inputs,
coming from the 500-Hz AN. For ISDs shorter than
10 ms, the MSO will still be responding to the lead
when the initial response to the lag begins. As a result,
the lead and lag MSO responses are nearly impossible
to separate from each other at short ISDs; the
definitions of “lead” and “lag” responses adopted
from past IC physiology studies (see “Individual
neuron analysis,” above) are not appropriate for
analyzing the MSO results. Therefore, in order to
examine the effect of the leading response on the lag
at different ISDs, we calculated the MSO cell’s
response in a window whose start time equaled the
response latency plus the ISD (i.e., at the moment the
MSO response should be affected by the lag click)



Xia ET AL.: Precedence Effect Model

and whose duration was the same as that used for
analyzing responses to a single click.

Figure 2 shows the model MSO cell’s response to
the PE stimuli as well as to a single click (solid line), as
a function of the leading ITD. The lagging click was
held constant at the cell’s best ITD (+300 ps). For
ISDs shorter than 5 ms (Fig. 2A), the MSO cell’s
response was reduced when lead and lag had different
ITDs, even though there is no inhibition in the MSO
circuitry. The amount of the reduction depended on
the ITD of the lead and the ISD and was generally
stronger for shorter ISDs than for longer ISDs.
Moreover, for the 500-Hz cell, the patterns of the
ITD-rate curve for the 1- and 3-ms ISDs were similar
(crosses and asterisks, respectively); the patterns for
the 2- and 4-ms ISDs were also similar (triangles and
squares, respectively).

This kind of suppression can be explained by
peripheral interactions between the lead and lag
responses at the AN, which shift the effective ITD at
the time of the lag onset (Hartung and Trahiotis 2001;
Trahiotis and Hartung 2002). As a result, the neuron
whose best ITD matches that of the lag may not be
active, since the effective ITD at the lag onset depends
on interactions between the residual lead response
and the onset of the lag response. This peripheral
interaction depends critically on the ISD, the ITD,
and the CF of the AN (Hartung and Trahiotis 2001).
Specifically, such interactions should be similar for
ISDs that differ by exactly one cycle of the best
frequency of the neuron (here 500 Hz), but should be
weaker for longer ISDs (as the lead response dies
out). This explains why results for the 3-ms ISD were
affected by the lead ITD in a way similar to, but
weaker than, results for the 1-ms ISD (compare also
the responses to 4- and 2-ms ISDs). The focus of the
current paper is on lead—lag interactions that cannot
be explained by peripheral interactions of this sort;
thus, later analysis at the level of the IC focuses on
longer ISDs.

As seen in Figure 2B, which plots the MSO
response for longer ISDs, peripheral interactions are
not influential beyond about 5 ms. Regardless of the

>

501

lead ITD, the MSO response to the PE stimuli was
roughly equal to the response to a single click
presented at the cell’s best ITD (i.e., equal to the
expected response to the lag alone, without any
noticeable effect of the lead). Therefore, for ISDs
longer than 5 ms, any suppression of the lag response
at the level of the IC must be the result of inhibition
not included in these MSO responses.

Simulations of physiological data

Model SMAX and SMIN neurons were constructed
with best ITDs=300 ps to simulate the response
properties observed in physiological studies of PE.
Two parameters were varied when pairs of binaural
clicks were presented: (1) the ITD of the leading click
and (2) the ISD between the leading and lagging
clicks. The ITD of the lagging click was fixed at the
best ITD of the model IC neuron. We varied the ITD
of the leading click from —900 to +900 ps in 150-ps
increments. We concentrated on ISDs from 1 to
30 ms, which span the range of ISDs from localization
dominance to echo threshold. We also presented
isolated binaural clicks (with no lag) as controls.
Temporal responses of the model IC neuron to a
single binaural click were not significantly different
from previous observations by Carney and Yin (1989),
who studied extracellular responses to broadband
clicks of low-frequency neurons in the central nucleus
of the IC in cat. Figure 3A shows the dot raster (top)
and PST histogram (bottom) of a model cell’s
response to a single binaural click located at the cell’s
best ITD. The model cell responded to a binaural
click with only one or two spikes at a latency of
approximately 8 ms. The low-frequency model cell
was characterized by its phase-locked response with
the periodicity determined by its CF (500 Hz). For
pairs of binaural clicks with a large ISD (e.g., ISD=
20 ms, as shown in Fig. 3B), clearly separated
responses were seen corresponding to the lead and
the lag. For this long ISD, the transient nature of the
response to a click allowed individual discharges to be
attributed to either the leading or the lagging

FIG. 2. Responses of a model MSO cell
to paired clicks, as well as to a single
click as a function of lead location. Arrow
indicates the location of the lagging click,
which is at the cell’s best ITD. A
Responses for ISDs of 1, 2, 3, and 4 ms.
B Responses for ISDs of 5, 10, and 20 ms.
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FIG. 3. Responses of a model IC cell. A Responses to a single response. B, C Responses to a pair of binaural clicks separated by

binaural click with an ITD equal to the cell’s best ITD, shown as a
dot raster (top) and a summary histogram (bottom). The histogram bin
width is 0.1 ms. An analysis window (r4) is defined to quantify the

stimulus. However, as ISD decreased (e.g., an ISD of
1 ms, as shown in Fig. 3C), the responses to the
leading and lagging stimuli overlapped, making it
impossible to assign clicks unambiguously to the lead
or the lag input. Moreover, for short ISDs, portions of
the response to the leading click are likely to be
affected by the presence of the lag. Although it is
difficult to allocate responses to the lead and lag
separately for short ISDs, we adopted the same
procedure used in previous physiological studies of
the PE (see “Individual neuron analysis,” above).

Varying the ISD between the lead and lag. Figure 4 shows
responses of model SMAX (panels A and C) and
SMIN (panels B and D) neurons to a pair of lead—lag
clicks, both of which were located at the neuron’s best
ITD. Temporal discharge patterns of the responses
are shown in Figure 4A and B (dot rasters as a
function of post-stimulus time) for ISDs varying from
1 to 30 ms (y axis). Responses to a single binaural
click are plotted at zero ISD. Figure 4C, D displays the
spike counts in response to the lead and lag,
respectively, as a function of ISD. These values were
obtained by analyzing spikes in the leading and
lagging windows, as described in the individual
neuron analysis.

The responses to the lead were generally the same
as the responses to a single binaural click presented in
isolation, except for very short ISDs (about 1 ms)
where the responses to the leading and lagging clicks
overlapped. For ISDs shorter than 10 ms, the
responses of both model SMAX and SMIN neurons
were substantially reduced for the lag. As ISD
increased, the lagging response recovered gradually,
approaching that of the lead at ISDs of 20—30 ms. In
physiological studies, the half-maximal ISD (as shown
by dashed lines in Fig. 4C and D), which represents
the ISD at which the lag response reaches 50% of the
response to a single source at the lagging location

ISDs of 20 ms (B) and 1 ms (C). Both leading and lagging clicks are
located at the cell’s best ITD. The lagging window is shifted by the
ISD from the leading window.

(see asterisk in far left of panels C and D), is
hypothesized to be related to the psychophysical echo
threshold (Tollin et al. 2004). The suppression of the
response to the lagging sound is similar to behavioral
results for ISDs eliciting localization dominance,
where the single perceived location of a pair of clicks
is dominated by the location of the leading click. This
neural recovery is qualitatively similar to what occurs
at ISDs past the behavioral echo threshold, where
both the leading and lagging sounds are heard as
separate images located near their respective sources.

The half-maximal ISD was about 20 ms for the model
SMAX neuron and was about 17 ms for the model SMIN
neuron. This result shows that when the lag came from
the same direction as the lead, the lagging response
of a model SMAX neuron (which shows greatest
suppression of the lagging response when the leading
sound comes from the neuron’s best ITD) is sup-
pressed for slightly longer than is the lagging
response of a model SMIN neuron (which shows least
suppression of the lag when the lead comes from the
neuron’s best ITD).

Varying the lead ITD as well as the ISD. Figure 5
compares physiological results recorded from single-
unit IC cells of anesthetized cats (Litovsky and Yin
1998b; left column) to results from the model (right
column). Although the CFs of the empirical IC cells
(1-3 kHz) were higher than the CF of the model cell
(500 Hz), Litovsky and Yin (1998b) suggested that
ITDs still play an important role in binaural
processing for the units from which they recorded.
The top row shows responses for the leading click
(Fig. bA and B). The middle row compares lag
responses for an SMAX neuron, which yields
maximum suppression when the leading click is at
the neuron’s best location or ITD (Fig. 5C and D).
Finally, the bottom row gives empirical and model
responses for an SMIN neuron, where maximal
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FIG. 4. Responses of the model SMAX
(left column) and SMIN (right column)
cell to a pair of binaural clicks, presented
with an ISD varying from 1 to 30 ms in 1-ms
increments. The ITD of both leading and
lagging stimuli equals the cell’s best ITD. A,
B Dot raster responses at each ISD as a
function of the time, with zero ISD indicat-
ing the responses to a single binaural click.
C, D The spike count vs. the ISD for the
lead, lag, and the single click. The dashed
lines indicate the model cell’s half-maximal
ISD.

FIG. 5. Comparison of neuron response
patterns to model response patterns. A, C,
E Responses of neurons (from figures 1c,
d, 2f of Litovsky and Yin (1998b), reprin-
ted with permission). B, D, F Responses of
model IC cells. Top: Responses to the
leading stimulus with the lag delayed by
10 and 20 ms, as well as to a single click
as a function of the location of the lead.
Middle: Responses of SMAX neurons to
the lagging stimulus as a function of lead
location. Bottom: Responses of SMIN
neurons. Responses to single clicks are
shown for comparison. Arrow indicates
the location of the lagging click, which
evokes the maximal possible response
from the neuron if presented in isolation.
Responses to the lagging click are shown
for ISDs of 5, 10, and 20 ms.
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suppression occurs when the leading click is
contralateral to the best location/ITD of the neuron
(Fig. 5E and F, respectively).

For leading responses (Fig. bA and B), the
presence of the lagging click had a negligible effect
for both the actual neuron and the model neuron.
Specifically, responses to a single click (shown by the
filled dots) are very similar to the responses to the
lead click when the lag was presented 10 or 20 ms
after the lead (asterisks and squares, respectively, in
Fig. A and B). Both the actual neuron and the model
neuron had broadly tuned responses, with peak
responses at the best location (about 30° for the
actual neuron in Fig. bA) or ITD (300 ps for the
model neuron in Fig. 5B). The responses dropped off
gradually as location or ITD deviated from these best
values. The only noticeable difference between the
shape of the actual and model neuron’s responses is
that the actual neuron’s responses dropped off more
rapidly for ipsilateral azimuths than for contralateral
azimuths. The asymmetry is stronger for real neurons
but is also present for model neurons. In considering
this difference, it is worth noting that the physiolog-
ical rate-ITD functions of other real neurons show less
asymmetry than the neuron plotted in Figure bA
(from Litovsky and Yin 1998b), particularly if the
stimulus level is higher than was used by Litovsky and
Yin (e.g., see figure 4 of Carney and Yin 1989; figure 9
of Yin 1994).

The sensitivity of the lagging click response to the
location of the leading click is summarized in panels
C—F by plotting the responses to the lagging click at
ISDs of 5, 10, and 20 ms as a function of the location
of the leading click. In both physiological and model
results, the lagging click was held constant at the best
location or ITD (of the actual or model neuron,
respectively). In the limit, at long enough ISDs, the
effect of the lead will be negligible, and the lag
response will be constant (equal to the cell’s
response to a single click at the neuron’s best
location or ITD) as a function of leading location.
Any decrease in the lagging response below the
single-click response at the best location or ITD
reflects the suppressive effect of the leading stimulus
(which the model assumes arises from delayed
inhibition through DNLL). However, given that the
lead response generally matches the single-click
response (Fig. bA and B), we can also compare the
lag response to the response to the lead in order to
estimate the effects of the lead on the lag.

As seen in Figure 5C—F, for both SMAX and SMIN
neurons, the amount of suppression of the lagging
response varied with the leading source location (or
ITD; for a given connected line in a given panel, there
are variations in the response with the abscissa value)
as well as with the ISD (responses differ for the
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different connected lines within a panel). The
amount of lagging suppression decreased as the
temporal separation between the lead and lag (i.e.,
the ISD) increased. For the shortest ISD (5 ms), the
lagging response for both actual and model neurons
was almost completely suppressed at nearly all loca-
tions of the leading click for both SMAX (plotted as
triangles in Fig. 5C and D) and SMIN (plotted as
asterisks in Fig. 5E and F) neurons. However,
responses for SMAX and SMIN neurons differed at
longer ISDs of 10 and 20 ms.

For both the actual and model SMAX neurons, the
amount of lagging suppression at longer ISDs was
maximal when the leading click was at the neuron’s
best location (Fig. 5C, near 30° azimuth) or best ITD
(Fig. 5D, 300-us ITD). At 20-ms ISD (plotted as
squares), the suppression was weak when the leading
click was located far from the best location (or ITD)
of the neuron. At 10-ms ISD (plotted as asterisks), the
suppression was greater overall and spread over a
broader range of leading locations (or ITDs). How-
ever, the dependence on the leading location (or
ITD) was still significant. The lagging response
recovered almost fully from the suppression evoked
by the lead at 10-ms ISD when the difference between
the location of the lead and lag was large (i.e., the
leading location/ITD was far to the ipsilateral side, far
from the best location/ITD).

The lagging responses of the model SMIN neuron
(Fig. bF) were similar to those of the actual SMIN
neuron (Fig. 5E): both gradually recovered with
increased ISDs and both showed greatest suppression
when the leading click was presented on the ipsi-
lateral side (away from the best location/ITD of the
neuron). One discrepancy between the empirical and
model results is that the suppression was stronger for
the actual neuron at 20-ms ISD than for the model
neuron.

Discussion. At small ISDs, the lag response was greatly
suppressed for all values of the lead ITD; the lagging
responses of both SMAX and SMIN neurons were
essentially eliminated for leads located in any position.
In the model, this lack of dependence on the lead ITD
at short ISDs arises because the lead causes almost all
MSO neurons to fire at onset (i.e., the MSO onset
response is poorly tuned in location). As a result, the
onset response to a lead from any location will cause
suppression in IC. Such poor ITD sensitivity of IC onset
response to clicks is seen in some physiological data
(e.g., Carney and Yin 1989, Fig. 5). However, there are
no data on MSO responses to clicks in the cat of which
we are aware; this prediction from our model is
something that could be examined in future
physiological studies. After the onset response, MSO
responses become more spatially tuned. Therefore, the
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later-arriving suppression is more spatially specific and
causes suppression that depends on the relative
locations of lead and lag. It is this later suppression
that differentiates SMAX and SMIN neurons.
Specifically, the model SMAX cell receives stronger
inhibition from an ipsilateral MSO cell tuned to the
same ITD as its excitatory projection; the model SMIN
cell receives stronger inhibition from a contralateral
MSO cell tuned to the ITD to which its excitatory
projection responds minimally.

The strength of ipsilateral and contralateral inhib-
ition in the model SMIN neuron are symmetrically
opposite those of the model SMAX neuron (Table 1),
which suggests that the amount of inhibition in an
SMIN neuron when the lead is at +300 ps might be
expected to equal the amount of inhibition in an
SMAX neuron when the lead is at =300 ps. However,
the model simulation for 10-ms ISD shows a further
reduction in the model SMIN neuron’s response
when the lead and lag were both on the contralateral
side (triangles in Fig. 5F, around +300 ps), compared
with that of the model SMAX neuron when the lead
was ipsilateral and lag was contralateral (asterisks in
Fig. 5D, around —300 ps). This “further suppression”
may simply be due to the extended refractory or
adaptation-like effects in responses for contralaterally
placed leading sources, which produce more activity
overall, and which are therefore more likely to show
such adaptation. As a result, later responses may be
lower for contralateral leading sources than ipsilateral
leads, which cause less adaptation. This kind of
adaptation mechanism is included not only explicitly
in the auditory nerve model but also implicitly in the
membrane equations of the bushy cell, MSO cell, and
IC cell model. We are not aware of any physiological
data that directly addresses whether such adaptation
mechanisms contribute to the suppression of lagging
spatial information in the IC neuron responses; this is
a question that could be tested in future studies.

Simulations of psychophysical data

To generate psychophysical predictions, a population
of SMAX IC neurons was constructed. The population
consisted only of SMAX units because SMAX units are
thought to be more prevalent in the auditory pathway
(Litovsky and Yin 1998b; Litovsky and Delgutte 2002).
We used this population to simulate the results of
behavioral experiments in which subjects were asked
to indicate the perceived location(s) of the lead/lag
target by adjusting the ITD of a pointer stimulus
(Litovsky and Shinn-Cunningham 2001). For each
lead—lag stimulus configuration, two sets of matches
were made: one in which subjects matched the “right-
most” image, and one in which they matched the
“left-most” image. In the model simulations, the ITDs
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of the lead took on values of —400, 0 or +400 ps; the
lagging ITD was held constant at +400 ps. To allow a
direct comparison with the perceptual measures,
simulated responses for a lagging stimulus on the left
(ITD=-400 ps) were generated by assuming left/right
symmetry of the model.

Responses of a population of neurons. Figure 6A displays
the output of a population of SMAX neurons in
response to pairs of binaural clicks as dot rasters
showing the number of spikes as a function of time.
The ordinate shows the best ITD of the neurons
making up the population. Higher activity is indicated
by darker gray scale. The top row shows the response
to a single binaural click whereas the second, third,
and the bottom rows show the response to a pair of
lead—lag clicks with ISDs of 5, 10, and 20 ms,
respectively. The ITD of the leading click equaled
—400, 0, and +400 ps, in the left, center, and right
columns, respectively. The ITD of the lagging click
was +400 us. Each panel in Fig. 6B, C shows the activity
of every neuron (each point along the abscissa
corresponds to a neuron with a different ITD). The
leading response (Fig. 6B) is obtained by summing
the spikes falling within the leading window (dotted
box in Fig. 6A). At long ISDs, the lagging response
(Fig. 6C) equals the number of spikes falling within
the lagging window (dashed box in Fig. 6A). At short
ISDs, the lagging spike count is corrected to account
for overlap with the lead response (see individual
neuron analysis above). The vector sum P, obtained
by Eq. 3 is plotted in each panel of Figure 6B (P.q)
and C (Py) as vertical bars: the ITD at which the bar
is plotted is the estimated ITD of the leading and
lagging clicks (calculated from the phase of P, see
Eq. 4) and the height of the bar is the reliability of the
estimated ITD (corresponding to the magnitude of
P, see Eq. 5).

The response of the population of SMAX neurons
was consistent with the results of a single SMAX
model neuron. The population response to a single
click located at the leading position (first row in
Fig. 6B) was similar to the response to the leading
click when the lag was 5, 10, or 20 ms (second to
fourth rows in Fig. 6B). For all ISDs, the estimated
ITD based on the leading response matched the ITD
of the leading stimulus (=400, 0, and +400 ps in the
left, center, and right columns, respectively).

Figure 6C shows the lagging response. For the 5-ms
ISD, almost all of the response to the lagging click was
eliminated, no matter whether the lead I'TD was —400, 0
or +400 ps. In these cases, the estimated ITD differed
from the true ITD of the lagging stimulus (the location of
the vertical bar differed from the “correct” ITD, +400 us)
and the reliability of the estimates (the height of the
vertical bar) was low. The suppression of the lagging
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FIG. 6. Responses to a pair of binaural clicks from a population of
model IC neurons whose best ITDs vary from =1 to +1 ms. In all
panels, the left column shows results for lead on the left (—400-us
ITD) and lag on the right (400-us ITD). The center column shows
results for lead at center (0-us ITD) and lag on the right (400-us ITD).
The right column shows results for both lead and lag on the right
(400-ps ITD). A The number of spikes as a function of time for each
neuron in the population. The responses to a single click are shown
in the top row, and the responses shown in the second, third, and
bottom row are for a pair of clicks with ISDs of 5, 10 and 20 ms,
respectively. Higher activity is indicated by a darker gray scale.

response decreased with increasing ISDs. For the 10-ms
ISD, some of the neurons had already recovered, but the
percentage of recovered neurons depended on the lead
ITD. More neurons recovered when the lead was at

Best ITD (ms)

Within each panel, the leading window is indicated by the dotted
box and the lagging window is indicated by the dashed box. B The
number of spikes attributed to the lead as a function of each neuron’s
best ITD. The responses to a single click are shown in the top row,
and the responses shown in the second, third, and bottom row are for
a pair of clicks with ISDs of 5, 10 and 20 ms, respectively. C The
number of spikes attributed to the lag as a function of each neuron’s
best ITD. The responses shown in the top, middle, and bottom row
are for a pair of clicks with ISDs of 5, 10 and 20 ms, respectively. The
magnitude of the vector average of responses is also plotted in B and
C (vertical bars, scale on right).

—400-us ITD (far left) than when the lead was at +400-us
ITD (far right).

For the 20-ms ISD, many of the neurons had fully
recovered, although the lagging response was still
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partially suppressed for some neurons. When the lead
was at —400-us ITD, the magnitude of the vector sum
was relatively large, reflecting the fact that the model
predicted that the estimated ITD was relatively
reliable. Moreover, in this case, the estimated lagging
ITD was around 400 ps, near the true ITD of the
lagging stimulus. The vector sum had a smaller
magnitude when the lead and lag were at the same
location (Fig. 6C, ISD=20 ms, right panel) compared
to when they were spatially far apart (left panel), even
though the estimated lagging ITD was relatively
accurate in both cases. For the model SMAX neurons,
suppression was stronger when the lead and lag were
at the same location, resulting in a reduction of the
responses of neurons whose best ITD matched the
leading and lagging ITD. As a result, the population
activity was spread more evenly across a larger
number of neurons with different best ITDs than
when lead and lag were spatially separated. This kind
of flat distribution of activity across neurons produced
a less focused population response, resulting in a
smaller-magnitude vector sum.

Estimates of perceived location. Litovsky and Shinn-
Cunningham (2001) calculated the metric ¢ to
quantify the relative influence of the lead and lag in
localization by comparing the perceptual location to
the locations of the lead and lag. They assumed that
the perceived lateral position of a PE stimulus is a
weighted average of the leading and lagging ITDs.
The value of ¢ was estimated as the perceptual weight
listeners gave to the lead location relative to that of
the lag in producing their responses. This perceptual
c value can be directly compared to the model weights
in Eq. 6. The precedence weights ¢ are plotted in
Figure 7A and B for behavioral and model results,
respectively. Model results are shown for conditions
with the lead on the left and the lag on the right (left
of Fig. 7B); the lead at center and the lag on the right
(center of Fig. 7B); and both lead and lag on the right
(right of Fig. 7B), a condition for which behavioral
results could not be measured. In the legend, lead—
lag positions are denoted by the two ordered letters
(right, R, +400-ps ITD; center, C, O-us I'TD; and left, L,
—400-ps ITD). The bold letter indicates which of the
two stimuli the listener was instructed to match.
Therefore, ¢; (calculated when the instruction was to
match the lead) is plotted for conditions in which the
first letter is in bold and ¢ (calculated when the
instruction was to match the lag) is plotted for
conditions in which the second letter is in bold.

In general, behavioral and model results are in
reasonable agreement. The weight for the lead-
matching instruction ¢; (filled symbols) was always
near one in both behavioral and model results. These
results show that when instructed to match the
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leading image, listeners heard the lead near the
location at which the lead would be heard in isolation,
with little influence of the lag. The influence of the
lead on the localization of the lag is quantified by the
weight for the lag-matching instruction, ¢ (open
symbols), with values near zero indicating that listen-
ers heard the lag near its own source location (weak
precedence) and values near one indicating that the
lag was perceived near the leading location (strong
precedence). In both behavioral and model simula-
tions, precedence was strong for short ISDs (<5 ms),
with ¢ close to 1. As ISD increased, precedence
weakened, and the value of ¢ decreased. This
decrease was larger for the behavioral results than
for the model results. In Figure 7A, ¢, dropped below
0.5 for ISDs larger than 10 ms whereas in the
corresponding panels in Figure 7B, ¢ was still around
0.5 for long ISDs. For both behavioral and model
results, at long ISDs, precedence was stronger when
the lead and lag location were closer together (middle
panels) than when the lead and lag were farther apart
(left panels). In particular, ¢ was smaller for 10- and
15-ms ISDs when the lead and lag were from different
hemifields (left panels) than when the lead was at
center and lag was lateral (middle panels).

Figure 8A shows the ITD the listeners used to match
the locations of the lead and lag in behavioral experi-
ments (Litovsky and Shinn-Cunningham 2001). The
corresponding model simulation results are shown in
Figure 8B. The predicted responses when the lag was on
the left (dashed lines in Fig. 8B) were based on the
model’s predictions when the lag was on the right (solid
lines in Fig. 8B) by assuming left/right symmetry. In
both behavioral and model results, the matched ITD
was near the lead location for short ISDs regardless of
whether listeners were instructed to match the lead or
the lag, suggesting that the localization cues of the lead
dominated. When listeners matched the lead image
(filled symbols), both behavior and predictions were
similar: the matched ITD was near the lead ITD for all
ISDs from 1 to 15 ms, no matter whether the lead and
lag were located on the left, right, or at the center. When
instructions were to match the lag (open symbols), the
matched ITD for both behavior and model predictions
approached the lag ITD for ISDs longer than 10 ms. In
the model, the dominance of the lead on the perceived
location of the lag was determined by the precedence
weight ¢ (Eq. 6), which depends on the recovery of the
responses of the model IC population attributed to the
lagging stimuli (Eq. 8).

Consistent with Figure 7, precedence was slightly
stronger in the model predictions than in behavioral
results at long ISDs. For the 10-ms ISD, the matched
ITD was closer to the “true” lagging I'TD in Figure 8A
than in Figure 8B. Also consistent with the results
shown in Figure 7, for both behavioral and model
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A Litovsky and Shinn-Cunningham (2001) data
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FIG. 7. Precedence weight cas a function
of inter-stimulus delay. A Estimates based
on subject S1’s response (from figure 8 of
Litovsky and Shinn-Cunningham (2001),
reprinted with permission). B Estimates
based on the model cells’ response. Left
Lead and lag on opposite sides. Center Lead
at center and lag lateral. Right lead and lag
to the same side (note that in this condition,
precedence weights could not be obtained
from psychophysical measures). For each
condition, the stimulus that listeners are
instructed to match is indicated in bold.
Filled and open symbols reflect conditions
in which instructions are to match the lead
and lag, respectively.
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results, precedence was stronger when lead and lag
were spatially near to one another than when they
were from opposite hemifields. In Figure 8A and B,
for long ISDs, the matched ITD was closer to the
“true” lagging ITD in L-R and R-L conditions (left
panels) than in C-R and C-L conditions (middle
panels). These results indicate that when the lead and
lag were spatially near to one another, the likelihood
of perceiving two distinct images at their correct
locations was lower than when they were far apart.

Discussion. In precedence-effect conditions, the
dominance of the lead over the lag depends on the
ISD as well as the relative location of the lead and lag.
For short ISDs, the lagging responses of almost all the
neurons in the model population were greatly
suppressed and the model predicted that listeners
heard one image near the location of the leading
source. The lagging response recovered for long ISDs
and the model predicted that listeners heard a second
image near the location of the lagging source (i.e.,
where the lag would be heard in isolation). Moreover,
due to the fact that model SMAX cells generate the
strongest suppression of the lag when the lead and lag
locations are close together, the model predicted that

precedence was stronger when the lead and lag were
relatively near one another in space than when they
were from opposite hemifields. In contrast, if the
neural population consisted only of SMIN units that
generate the strongest suppression when the lead and
lag are from opposite hemifield, the predicted
localization dominance would be stronger when two
stimuli were further apart in space, which is
inconsistent with psychophysical results (Litovsky and
Shinn-Cunningham 2001; Dent et al. 2009).

For the 5-ms ISD, the lack of complete suppression
of all the model neurons is compatible with behav-
ioral results showing that the lagging stimulus can be
detected at short ISDs even when it is not localized at
the true lag location (Blauert 1983; Freyman et al.
1998). For the 10-ms ISD, some of the model neurons
began to respond to the lag; the model predicted that
listeners would perceive both a source near the lead
and a second source somewhere between the lead and
lag locations. In this case, a flat distribution of activity
across neurons responding to the lag resulted in an
unreliable estimate of the IPD of the lagging stimulus
(Eq. 5). As a result, the model gives little weight to the
unreliable estimate of the lag location (Egs. 6 and 8),
causing strong lead dominance. These results suggest
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—a—L-R ——C-R —— R-R FIG. 8. The matched ITD under various
—8— L-R —6— C-R —6— R-R conditions, for ISDs from 1 to 15 ms. In
..® - R-L A C-L A L-L the legend, lead-lag positions are
.0 RL A C-L A LL denoted by order. The bold letter indi-
cates whether instructions are consistent
A Litovsky and Shinn-Cunningham (2001) data with matching the lead or lag. Left
(R) column lead and lag on opposite sides.
400 Center column lead at center and lag on
g either right or left. Right column lead and
= 200 lag to the same side. A Matching results
E for subject S1 (from figure 5 of Litovsky
; 0 and Shinn-Cunningham (2001), reprinted
_GCJ with permission). B Estimates of the
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that the lagging image is heard at its own source
location only when the lagging response reliably
encodes the lag location, i.e., at long ISDs. For the
20-ms ISD, although the lagging responses of some
model cells were still partially suppressed, the model
predicted that both the lead and lag were heard at the
locations from which they would be heard in isolation.
These results suggest that full recovery of the lagging
response of all neurons requires an ISD longer than
the ISD at which listeners first perceive two sources
(echo threshold).

Although the current model assumes a uniform
distribution of best ITDs in the neural population,
physiological data show that the distribution of best
ITDs is highly dependent on CF and in general does
not correspond to the range of naturally occurring
ITDs (McAlpine et al. 2001; Hancock and Delgutte
2004). Instead, best IPD is more independent of CF
and the steepest slopes of neural rate-ITD functions
tend to occur near the midline. A distribution that was
more “physiological” could be modeled by imposing a
non-uniform weighting of the neural responses that
we simulated. Such weighted responses would have
peaks at symmetrically positioned positive and neg-
ative ITDs, corresponding to the two populations of
neurons located in the left and right hemispheres,
respectively. The perceived ITD could then be calcu-

lated as a difference between ipsilateral and contrala-
teral responses (e.g., as in Hancock 2007), rather than
based on the vector average over the uniform
distribution. For the lead response, the difference
between the ipsilateral and contralateral responses
must map, perceptually, to —400, 0, and +400 ps in the
three columns, respectively (Fig. 6B). For the lag
response (Fig. 6C), such a difference would (1)
contain no information about the lag at the shortest
ISD, (2) become larger as the ISD increases, and (3)
be smaller for lead and lag both at +400 ps than for
lead at —400 ps and lag at +400 us (bottom right panel
compared to bottom left panel of Fig. 6C). All of these
predictions, therefore, are qualitatively similar to
predictions of the current model.

GENERAL DISCUSSION
Physiological evidences of inhibition

Similar to previous models of PE (e.g., Lindemann
1986; Zurek 1987; Dizon and Colburn 2006), the
current model suggests that localization dominance
arises because the response to the lagging source is
suppressed while the response to the leading source is
preserved. This kind of physiological suppression has
been observed at several levels of the ascending
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auditory system, including the auditory nerve (Parham
etal. 1996), the cochlear nucleus (Parham et al. 1998),
the superior olivary complex (Fitzpatrick et al. 1995),
the inferior colliculus (Fitzpatrick et al. 1995; Litovsky
and Yin 1998a, b; Tollin et al. 2004), and the auditory
cortex (Fitzpatrick et al. 1999). In the current model,
the critical suppression, which depends on the lead
location, arises from inhibition from MSO via the
DNLL to IC. The suppression in the auditory nerve and
cochlear nucleus may be able to explain some of the
suppression observed in the IC (Hartung and Trahiotis
2001; Trahiotis and Hartung 2002). However, we argue
that this kind of suppression is too brief and too weak to
explain all the suppression seen in the IC (see below).
Also, most known inhibitory inputs to the MSO are
monaural and are insensitive to ITDs (Fitzpatrick et al.
1995), so they could not generate interactions between
lead and lag locations like those observed physiologi-
cally. For SMIN neurons, a leading stimulus that by
itself elicits few or no spikes actually suppresses the lag
more effectively than does a leading stimulus at the
best ITD. The existence of SMIN neurons rules out the
possibility that a long refractory period or recurrent
inhibition among IC neurons is the only cause of long-
lasting suppression of the lag at the IC level.

The current model assumes that the long suppres-
sion observed in the IC is due to synaptic inhibition
coming from the DNLL on both sides (Adams and
Mugnaini 1984; Shneiderman et al. 1988) and that
the DNLL receives ipsilateral excitatory projections
from the MSO (Oliver et al. 1987). Thus, for an IC
neuron, the best ITD and the worst ITD preferentially
activate the ipsilateral and contralateral DNLLs,
respectively. Since the IC neuron receives inhibitory
inputs from both DNLLs, leading clicks from both the
best and worst ITDs evoke some suppression in IC.
The balance of these two ITD-tuned inhibitions varies
from neuron to neuron, giving rise to SMAX (stron-
ger inhibition from ipsilateral DNLL) and SMIN
(stronger inhibition from contralateral DNLL) model
neurons, consistent with the observed physiology.
Anatomically, the ascending, inhibitory projections
to the IC primarily come from the DNLL on both
sides and the low-frequency region of ipsilateral
lateral superior olive (LSO) (Saint Marie et al. 1989;
Loftus et al. 2004).

Though not included in the present model, the
inhibitory inputs from the ipsilateral LSO are likely to
produce responses in IC that are consistent with the
inhibition present in the model that is driven by the
contralateral MSO (via the corresponding DNLL).
LSO neurons are driven by ipsilateral excitation and
contralateral inhibition, resulting in trough-type ITD
sensitivity that is phase-inverted with respect to the
peak-type ITD sensitivity of MSO neurons at the same
CF and characteristic delay (Fitzpatrick et al. 2002).
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This phase inversion in ITD sensitivity means that
the inhibition from the ipsilateral LSO would
suppress at the worst ITD of the ipsilateral MSO;
thus, such responses could contribute to SMIN
responses at the IC. The current model could be
extended to include realistic inputs from LSO. By
adjusting the relative strengths of these LSO inputs
and the strengths of the current MSO-driven excita-
tion and inhibition, the extended model should be
able to generate predictions very much like those
presented here.

The influence of peripheral processing

Hartung and Trahiotis (2001) suggest that peripheral
interference at the level of the auditory nerve between
directional information in the lead and the lag can
explain the PE in some conditions. Such peripheral
interference is greatest in low-frequency neurons due
to the band-pass filtering and adaptation mechanisms
in the cochlea. When the ISD is comparable to the
duration of the click response at the AN level, the
response to the lead causes ringing in the basilar
membrane that causes significant lead—lag interac-
tions. Any residual lead response can add construc-
tively or destructively with the responses to the lag,
depending on the relative monaural phases of lead
and lag, which depends on the ISD, the ITD, and the
CF of the auditory nerve in question. When lead and
lag have different ITDs, the relative monaural phases
of the lead and lag can differ in the left and right ears,
resulting in shifts in the effective lag ITD due to the
different monaural interactions. The effects of such
peripheral interaction were shown in the model
MSO’s response for ISDs shorter than 5 ms
(Fig. 2A), altering the outputs of the model AN fiber
that drive model MSO responses.

If peripheral interference were the only factor
contributing to the PE, precedence would only occur
for ISDs shorter than 5 ms. Moreover, without addi-
tional suppression, a lagging source following shortly
after a lead should evoke some responses reflecting
the internal, effective ITDs caused by peripheral
interactions, which suggest a localizable event that is
not heard at either the leading or the lagging
location. Neither of these predictions is consistent
with past results. Physiological data (and the current
model simulations) shows a more general suppression
of the lagging response than can be explained by
shortlasting interactions in the cochlea. Specifically,
in the IC, suppression lasts for as long as 20 ms. When
the ISD is short, the lagging response is diminished no
matter where the lead is located. Consistent with this,
listeners do not hear the location of the lagging
source when the ISD is short.
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The similarity between cats and humans

In the current study, we simulated physiological data
from cats and psychophysical data from humans, even
though there are likely differences between both the
representations of ITD and the distributions of best-
ITDs in the two species (e.g., see Harper and
McAlpine 2004). Although we did not specifically
model any perceptual data from cats, results from
behavioral experiments in cats are generally similar to
those found in humans (Cranford 1982; Populin and
Yin 1998). For example, Tollin and Yin (2003)
measured the PE for horizontally positioned sources
in cats using direct localization procedures. During
the time course of localization dominance for
humans, cats localized stimuli near the leading source
location. In the range of echo threshold for humans,
cats were able to perceive the lead and the lag at
distinct locations, and at the longest ISDs, the
perceived lead and lag locations were like those that
the lead and lag would produce in isolation.

The similarity of results suggests that any under-
lying neural mechanisms of PE measured physiologi-
cally in cats may be similar to those in humans. The
current model successfully simulates the recovery time
of IC neurons measured in anesthetized cats. How-
ever, our model, in which the parameter values were
chosen to fit the cat’s physiological data, predicts a
time course of localization dominance longer than
that measured in the human psychophysical experi-
ments (see Figs. 7 and 8). This discrepancy may be
due to either an effect of anesthesia or to species
differences, rather than a quantitative failure of the
model. Previous studies have shown that the mean
neural recovery time for PE stimuli is about 35 ms in
anesthetized cats (Litovsky and Yin 1998a, b; Yin
1994), but only about 7 ms in unanesthetized rabbits
(Fitzpatrick et al. 1995) and awake behaving cats
(Tollin et al. 2004). Thus, we suspect that the
discrepancy in recovery time between our model
results and behavioral results is due to anesthesia
rather than species differences or a failure of the
model.

General notions regarding the PE

The precedence effect is one of the few well-studied
auditory phenomena in both physiology and psycho-
physics. Physiologically, different IC neurons show
considerable differences in their responses to PE
stimuli. Some neurons showed a period of reduced
suppression for short ISDs (Yin 1994), and some
neurons showed suppression that was independent
of the leading location (Fitzpatrick et al. 1995;
Litovsky and Yin 1998b). These results are consistent
with the fact that IC is an obligatory station for all
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ascending projections from the lower auditory brain
stem, including multiple inhibitory pathways. Each of
these projections could contribute to behavior asso-
ciated with the PE. However, our predictions are
currently based only on a population of SMAX
neurons, which are thought to be more numerous
than other neurons. Psychophysically, echo thresholds
vary widely with stimulus characteristics (Blauert
1997), and the PE may “build up” with repeated
stimulus presentations in human observers (Freyman
et al. 1991). Our model cannot account for these
effects, which may be due to the feedback from the
auditory cortex. Future extensions to the current
model could include such factors by adding ascending
pathways from different types of neurons as well as
descending pathways from higher levels of the audi-
tory system.

CONCLUSIONS

A model IC was developed that simulates physiolog-
ical responses and predicts psychophysical behavior in
response to precedence-effect click stimuli. The single
IC neuron model was based on the Cai et al. (1998)
model, which incorporates existing models for audi-
tory-nerve fibers (Carney 1993), bushy cells in the
cochlear nucleus (Rothman et al. 1993), and principal
cells of the MSO (Brughera et al. 1996). The IC
model cell received excitatory inputs from an ipsi-
lateral MSO model cell, as well as inhibitory inputs
from both ipsilateral and contralateral MSO model
cells via the DNLL. Most of the suppression of the
lagging response in the model IC was due to the long-
lasting inhibition from MSO evoked by the leading
stimulus. This suppression was modulated by ITD
because the inhibition came from cells that were
themselves sensitive to stimulus ITD. Consistent with
previous data (Yin 1994; Fitzpatrick et al. 1995; Tollin
et al. 2004), the model neuron cells showed suppres-
sion of the lagging response at short ISDs, with
greatest suppression at ISDs from 1 to 5 ms. By
adjusting the relative strength of inhibition from both
sides, some model neurons displayed strongest sup-
pression of the lagging response for a lead at the
neuron’s best ITD, whereas others had the strongest
suppression for a lead placed in the hemifield
opposite the best ITD, just as has been observed in
IC (Litovsky and Yin 1998a, b). A population model of
IC readout of the responses of a population of the
first type of model neurons explained localization
dominance reported in psychophysical studies of PE,
whereby at short ISDs, the perceived location of a pair
of clicks is dominated by the leading source; the
strength of dominance decreases and the lagging sound
is more likely to be heard near its own true location as
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the spatiotemporal separation of the lead and lag
increases (Litovsky and Shinn-Cunningham 2001).
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