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Abstract
Motivated by the need of rapidly exploring the potential energy surface of chemical reactions that
involve highly charged species, we have developed an implicit solvent model for the approximate
density functional theory, SCC-DFTB. The solvation free energy is calculated using the popular
model that employs Poisson-Boltzmann for electrostatics and a surface-area term for non-polar
contributions. To balance the treatment of species with different charge distributions, we make the
atomic radii that define the dielectric boundary and solute cavity depend on the solute charge
distribution. Specifically, the atomic radii are assumed to be linearly dependent on the Mulliken
charges and solved self-consistently together with the solute electronic structure. Benchmark
calculations indicate that the model leads to solvation free energies of comparable accuracy to the
SM6 model (especially for ions), which requires much more expensive DFT calculations. With
analytical first derivatives and favorable computational speed, the SCC-DFTB based solvation
model can be effectively used, in conjunction with high-level QM calculations, to explore the
mechanism of solution reactions. This is illustrated with a brief analysis of the hydrolysis of
mono-methyl mono-phosphate ester (MMP) and tri-methyl mono-phosphate ester (TMP). Possible
future improvements are also briefly discussed.

I. Introduction
Many chemical reactions take place in solution so a proper description for solvation effect is
one of the most important challenges for computational chemistry. Although major progress
has been made in QM/MM1–6 and ab initio molecular dynamics7 methods in which the
solvent molecules are treated explicitly, the cost of such calculations is still rather high.
Therefore, implicit solvent models remain an attractive choice for many studies. In the
context of studying chemical reactions, the most commonly used framework for treating
solvent implicitly is the dielectric continuum model8,9 in which the solvent is replaced by a
homogeneous dielectric medium. More sophisticated treatments based on integral equations
have also been developed, such as (MC)SCF-RISM10, although they tend to be
computationally more expensive than dielectric continuum models.

Over the past few decades, many different dielectric solvent models have been developed in
the quantum chemistry community, such as the Self-Consistent Reaction Field (SCRF)
model11,12, Polarized Continuum Model (PCM)13–25, Generalized Born (GB) model26–32,
Conductor-like Screening Model (COSMO)33–38 and the Langevin Dipole model39. For the
application to chemical reactions involving large solutes, there are two practical issues. First,
the computational cost of implicit solvent model calculations is still rather high, especially
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when used with a high level QM method. Therefore, it is fairly common to perform gas-
phase optimization for stationary points and then carry out single point energy calculations
in solution using a dielectric continuum model. This can be problematic when there is
significant difference between the gas phase and solution potential energy landscape40, a
scenario which is not uncommon when the solute is highly charged or zwitterionic. The
second problem is that most implicit solvent models employ a set of fixed atomic radii to
define the solvent/solute dielectric boundary, and these radii are typically pre-optimized
based on the experimental solvation free energies of a set of small molecules8,9,41 and
therefore limited by the diversity of the training set. The use of fixed atomic radii causes
additional errors in application to chemical reactions as the description of transition states is
rarely included during parametrization; moreover, the atom-type for atoms41 explicitly
involved in the reaction is often ill-defined in a transition state. Methods have been
developed in which the molecular cavity is determined based on the electron isodensity
surface42,43, although an optimal value for the electron density cutoff is not always
straightforward to determine44.

Motivated by these considerations, we have implemented a dielectric solvent model for an
approximate density functional theory, the Self-Consistent-Charge Density-Functional-
Tight-Binding (SCC-DFTB) method45. SCC-DFTB is an approximation to Density
Functional Theory (DFT) based on a second-order expansion of DFT total energy around a
reference electron density. With respect to computational efficiency, SCC-DFTB is
comparable to the widely used semi-empirical methods such as AM1 and PM3, i.e., being
2-3 orders of magnitude faster than popular DFT methods. In terms of accuracy, fairly
extensive benchmark calculations have indicated that it is particularly reliable for structural
properties, while energetics are generally comparable to AM1 and PM346–48. With recent
developments of SCC-DFTB49,50 for metal ions51–54 and a few other elements that require
d orbitals for a reliable description (e.g., phosphorus55), an effective implicit solvent model
for SCC-DFTB will be very useful and complementary to existing models based on other
semi-empirical methods26,56,57. Our model takes advantage of the finite difference Poisson-
Boltzmann approach58,59 implemented in CHARMM60, and has analytic first derivatives61.
This makes it possible to perform geometry optimization, reaction path searchers and
vibrational frequency calculations (based on numerical finite difference of first derivatives).

Our main aim is to use SCC-DFTB for quickly exploring minimum energy paths for
reactions in solution, and then refine selected results based on higher level of theories. To be
able to describe transition state and stable structures on equal footing, it is desirable to
determine the atomic radii in a self-consistent fashion based on the electronic structure of
the solute. The simple model we have adopted is to make the atomic radii depend on the
Mulliken charges, which are fundamental to SCC-DFTB45 and are solved self-consistently
via an iterative procedure (see Methods). The similar idea was explored in the context of an
implicit solvent model for PM362. More recently, as this work was in progress, charge-
dependent radii have been developed for a DFT based COSMO approach63,64, and much
improved results (solvation free energies and chemical reactions) compared to fixed-radii
models have been reported for small ions.

We have developed two sets of solvation radii parameters for SCC-DFTB. The first set is for
the standard second-order SCC-DFTB45 with parameters for C, H, O, and N. We
recommend to use this set for general applications to molecules consisting of these elements.
The second set is for SCC-DFTBPR55, which is a specific version parameterized for
phosphate hydrolysis reaction and includes third order on-site terms for C, H, O, and P; this
set can be useful for studying phosphate hydrolysis reactions, although we caution that SCC-
DFTBPR has been parameterized mainly for monoanionic phosphates and a limited set of
hydrolysis reactions. Two rather large training sets for solvation free energy with the
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emphasis on bio-related molecules (including 103 and 57 solutes for SCC-DFTB and SCC-
DFTBPR, respectively) are used to develop the solvation radii parameters. Calculations on
two additional sets of test molecules shows that the performance for neutral and charged
species is rather well balanced and the error is comparable to the SM6 model31, which is
more sophisticated yet also much more expensive computationally. To illustrate the
applicability of our model to chemical reactions in solution, we briefly study the hydrolysis
of Mono-methyl Mono-phosphate ester (MMP) and Trimethyl Monophosphate ester (TMP).
The results from the current implicit solvent model are generally consistent with previous ab
initio calculations in conjunction with PCM65,66 or the Langevin dipole solvation models67,
as well as with our explicit solvent simulations using SCC-DFTBPR/TIP3P55. Compared to
the latter, however, the significant over-stabilization of the zwitterionic intermediate is
avoided, which highlights the complementary value of implicit solvent models to explicit
solvent methods for studying reactions that involve highly charged species.

The paper is organized as follows: in Sect. II we summarize the key theoretical foundation
for our implicit solvent model for SCC-DFTB; details for the parameterization and
benchmark calculations are also included. In Sect. III, we present results and discussions of
the parameterization and benchmark data, including the overall performance for both the
training and test sets of molecules, and results for the hydrolysis of MMP/TMP. Finally, we
summarize in Sect. IV.

II. Methods
A. SCC-DFTB

Here we briefly recall the basic elements of SCC-DFTB45,51 that are important to the
development of an implicit solvent model. The SCC-DFTB approach is based on a second-
order expansion of the DFT total energy around a reference density, ρ0,

(1)

where Ĥ0 = Ĥ[ρ0] is the effective Kohn-Sham Hamiltonian evaluated at the reference
density ρ0, and the Ψi are the Kohn-Sham orbitals. Exc and Vxc are the exchange-correlation
energy and potential, respectively, and Ecc is the core-core repulsion energy. With a minimal
basis set, a monopole approximation for the second-order term and the two-center
approximation to the integrals, the SCC-DFTB total energy is given in the following form,

(2)

where the  are orbital coefficients, Δqα/β are the Mulliken charges on atom α/β, and γαβ is
the approximate second-order kernel derived based on two interacting spherical charges.
The last pairwise summation gives the so-called repulsive potential term, which is the core-
core repulsion plus double counting terms and defined relative to infinitely separated atomic
species.

As discussed in our recent work2,49,50, it was found that further including the third-order
contribution can substantially improve calculated proton affinity; for a set of biologically
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relevant small molecules, significant improvements were observed even with only the on-
site terms included. The corresponding expression for the SCC-DFTB total energy is,

(3)

where  is the derivative of the Hubbard parameter of atom α with respect to atomic
charge. For the development of SCC-DFTBPR for phosphorus-containing systems55, we
found it was useful to adopt an empirical Gaussian functional form for the Hubbard charge
derivative; i.e.

(4)

where the charge-independent parameter  is dependent on the element type, whereas
the three parameters associated with the Gaussian (D0, Γ0, Q0) are taken to be independent
of element type to minimize the number of parameters.

B. The solvation model based on Surface area and Poisson-Boltzmann
The implicit solvent framework that we adapt is based on the popular formulation68 that
includes a surface-area-dependent non-polar component and an electrostatic component,

(5)

where

(6)

here S is the Solvent Accessible Surface Area (SASA), which is dependent on atomic
radii69, and γ is a phenomenological surface tension coefficient.

The electrostatic solvation free energy ΔGelec for a given charge distribution ρ(r) is
generally given by,

(7)

where  reflects the linearity of the dielectric medium70 and the reaction field Green's
function G(r,r′) corresponds to the reaction field potential at r due to a unit charge at r′71,

(8)
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For a set of point charges, ρ(r) = Σα qαδ(r − rα), ΔGelec is simplified to

(9)

The reaction-field potential ϕrf(r) is obtained by subtracting a reference electrostatic
potential computed in vacuum, ϕυ(r), from the electrostatic potential computed in the
dielectric solvent medium, ϕs(r). The electrostatic potentials are determined as solutions of
the (linearized) Poisson-Boltzmann (PB) equation59,72,

(10)

with the appropriate dielectric boundary (ε(r)) and charge distributions in finite difference
(FD) form using iterative numerical techniques. The solution yields the electrostatic
potential at every grid point and the total electrostatic solvation free energy is given by

(11)

where qi and ϕi are the charge and calculated potential at the ith gridpoint, for the cases of
vacuum (υ) and solution (s).

In SCC-DFTB, ΔGelec in Eq.7 is also simplified by the fact that the charge (electrons plus
nuclei) density is represented by a collection of atom-centered Mulliken charges,45,73

(12)

where Δqα is the Mulliken charge of atom α. Thus calculating ΔGelec is a straightforward
extension of the classical expression,

(13)

Using variational principle, the solvation contribution to the total solute energy leads to
additional terms in the SCC-DFTB matrix elements during SCF iterations:

(14)

where μ and v run over a minimal set of localized pseudo-atomic Slater orbitals located on
atoms C and D, respectively, and Sμν is the overlap integral associated with the two basis
functions.
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Additional analytical gradient components from the solvation are calculated based on the
finite difference force proposed by Im, et al.61 They used a continuous, spline-based
dielectric boundary, which has been shown to give accurate and numerically stable forces
for PB calculations. The total solvation force acting on atom α is given by,

(15)

This method calculated the electrostatic solvation force as a sum of individual terms61:
reaction field force  arising from the variation of atomic positions assuming the
dielectric boundary remains constant, dielectric boundary force  caused by the spatial
variations of the dielectric function ε(r) from the solvent to the solute interior and ionic
boundary force  resulting from spatial variations of the modified Debye-Hückel
screening factor k̅(r). In SCC-DFTB/PB approach, for the atom α located at position Rα, the
three terms in the limit of infinitesimal grid spacing are

(16)

Calculations for the derivative of converged Mulliken charge, dielectric function and
modified Debye-Hückel screening factor have been discussed in previous studies61; note
that the derivatives for the Mulliken charge with respect to the orbital coefficients are not
needed for the reaction field force  because the reaction field contribution to the solute
energy is included in a variational fashion74. As preliminary tests indicate, the contribution
from the second term in  is rather small, therefore we omit it to simplify calculation
(i.e., to avoid solving the coupled-perturbed KS equations74 for the derivative of the MO
coefficients).

C. Charge-dependent Radii Scheme
To establish a simple relationship between the dielectric boundary and the electronic
structure of the solute, we take the atomic radius of a solute atom α to be linearly dependent
on its Mulliken charge, Δqα,

(17)

where Ai(α), Bi(α) are element type dependent parameters that need to be determined based
on a training set (see below). Higher-order polynomials have also been tested although no
systematic improvement in the results is observed.

Since the atomic radii have an impact on the solvation free energy and therefore on the
solute wavefunction and the Mulliken charges, Rα and Δqα need to be determined self-
consistently through an iterative scheme:
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1. Perform a gas phase SCC-DFTB energy calculation to obtain the initial solute
wave-function and Mulliken charges;

2. Substitute Mulliken charges into Eq. 17 to obtain the atomic radii and establish the
dielectric boundary;

3. Solve the PB equation (Eq. 10) to obtain the reaction field, ϕrf(Rα);

4. Re-solve SCC-DFTB in the presence of reaction field perturbation (Eq.14) to
obtain a new set of Mulliken charges;

5. Check the convergence of energy (0.001 kcal/mol used for this work), if the
convergence criterion is not met, return to Step 2;

6. Based on converged atomic radii, calculate SASA69, the non-polar contribution and
the total energy of the solute in solution.

For most molecules tested here, it requires less than 10 iterations (typically 4-8) of atomic
radii/Mulliken charges update for each geometry.

D. Parameter Optimization
The new parameters in the SCC-DFTB/PB based solvation model are the Ai(α), Bi(α) in Eq.
17, which are dependent only on the element type. Although in principle the surface tension
parameter in Eq.6 can also be optimized, we have not done so (see below) because for the
systems of interest, the non-polar contribution tends to be overwelmed by the electrostatic
component; the value of γ adopted is 0.005 kcal/(mol ·Å2), which is commonly used in
protein simulations using implicit solvent models75. For optimizing Ai(α), Bi(α), two training
sets with molecules of broad chemical compositions have been constructed (see Supporting
Information), for which the experimental solvation free energies are taken from Ref.26,31,76.
Set 1 is used for parameterizing the solvation model with the standard (second-order) SCC-
DFTB method and includes 103 species that contain C, H, O, N; the list includes alkane,
alkene, alkyne, arene, alcohol, aldehyde, carboxylic acid, ketone, ester, amine, amide and
other bio-related molecules and ions. Set 2 is used for parameterizing the solvation model
with SCC-DFTBPR and includes 57 species that contain C, H, O, P; the list includes
representative species from Set 1 plus phosphorus-containing molecules. Both sets contain a
large number of charged species (57 in Set 1 and 24 in Set 2), which is essential for
parameterizing the charge dependence of atomic radii.

The parameters are optimized using a Genetic Algorithm (GA)77 in which the “fitness” (ξ) is
defined as the inverse of a weighted sum of difference between solvation free energies
determined from calculation and experiment:

(18)

where i is the index of species in the training set and the sum is over all molecules in the
training set. For the weighting factors (wi), 1.0 and 0.1 are used for the neutral molecules
and ions according to the typical uncertainties in the experimental values; as analyzed by
Kelly, et al,31 the typical uncertainties in experimental data for neutral molecules and ions
are 0.2 kcal/mol and 3 kcal/mol, respectively. During optimization, a micro-GA technique
with a population of 10 chromosomes that is allowed to operate for 500 generations with
uniform crossovers; see Ref.78 for detailed descriptions and recommendations for GA
options.
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In principle, geometry change upon solvation should be taken into consideration for a
meaningful comparison to experiment. In practice, this is very time-consuming for
parameter fitting even with the semi-empirical QM method (SCC-DFTB) we employ here.
Several authors discussed this point31,63 and concluded that the change in geometry is
generally small. However, in several cases, such as alcohol anions, we have observed
significant structural changes upon solvation that have a substantial influence on the
calculated solvation free energy. Therefore, a compromise is adopted: the gas phase
geometries are used to obtain the initial set of solvation parameters (Ai(α), Bi(α)); with this set
of parameters, solutes that have solvation free energy changes larger than 5 kcal/mol upon
geometry optimization in solution are identified and their geometries in solution are updated
for the optimization of a new set of Ai(α), Bi(α); this cycle continues until all cases with major
structural changes upon solvation have been taken into account.

Finally, it is worth noting that systematic optimization of surface tension coefficient γ (Eq.6)
results in negligible improvements for both neutral molecules alone and the complete
training sets. The possible reason is that the non-polar contribution to solvation free energy
in the current scheme is also charge-dependent due to the use of charge-dependent atomic
radii in SASA calculations. Therefore, compared with the fixed-radii scheme, the
dependence of solvation free energy on γ is substantially smaller.

E. Additional Benchmark Calculations and studies of (H)MMP/TMP Hydrolysis
To test the transferability of the optimized parameters, test sets are constructed (see
Supporting Information), which contain 32 for SCC-DFTB and 22 for SCC-DFTBPR. The
calculated solvation free energies (including full geometry optimization in solution) are
compared to the experimental values; similar to the training sets, the test cases contain a
significant number of ionic species. As a comparison to popular and well-established
solvation models, we also studied the same sets of molecules with the SM6 model of Cramer
and Trhular31.

In addition, we have studied the mechanism79,80 (first steps of both dissociative and
associative pathways, see Scheme 1) of Mono-methyl Mono-phosphate ester (MMP)
hydrolysis using the SCC-DFTBPR/PB model. The potential energy surface is first explored
by adiabatic mapping; the reaction coordinates include the P – OLg/Nu distance (where OLg

is the oxygen atom of the leaving group, methanol, and ONu is the oxygen in the
nucleophilic water) and the anti-symmetric stretch that describes the relevant proton
transfers that involve OLg/Nu. The anti-symmetric stretch is defined as the distance of donor-
proton minus the distance of acceptor-proton. Each point in the 2D-adiabatic map is
obtained by starting the constrained optimization from several different initial structures and
taking the lowest energy value. Following the adiabatic mapping calculations, the structures
along the approximate reaction path are examined carefully to ensure that the change of
geometry is continuous along the path; in addition, the saddle point is optimized by
Conjugated Peak Refinement (CPR)81. Finally, frequency calculations are carried out to
confirm the nature of the stationary points and to compute the vibrational entropy and zero
point energies. The results are compared to previous calculations with ab initio QM based
implicit solvent model calculations65,66,82, SCC-DFTBPR/MM calculations by us55 and
available experimental data. To correct for intrinsic errors of SCC-DFTBPR, we also
explore corrections based on single point energy calculations with B3LYP/6-311++G(d,p) at
SCC-DFTBPR geometries in the gas phase; this level of theory was found to give very
similar results for the reactions of interest compared to MP2 and large basis sets55. As
discussed in the literature83, such a simple correction may not always improve the energetics
for semi-empirical methods given the errors in the geometries; however, our previous tests55

indicated that this correction scheme appears useful for SCC-DFTBPR since the method
gives fairly reliable structures, even for transition states.
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Finally, we briefly compare the energetics of protonated MMP (HMMP) and Trimethyl
Monophosphate ester (TMP) hydrolysis with OH− as the nucleophile (see Scheme 2). This
is motivated by the previous work of Warshel and co-worker84, who discussed the roles of
neutral water vs. OH− as the nucleophile in MMP hydrolysis. Since SCC-DFTBPR was
developed based on MMP hydrolysis with water as the nucleophile55, this study helps to
gain initial insights into the transferability of SCC-DFTBPR and lies the ground for possible
future developments. To better compare to previous calculations67,84, we follow the same 2-
dimensional adiabatic mapping calculations with the bond lengths for the forming and
breaking P-O bonds as the reaction coordinates. Single point B3LYP/6-311++G(d,p)
calculations in the gas phase are used as an attempt to correct for intrinsic errors of SCC-
DFTBPR.

III. Results and Discussions
A. Performance for the training and test sets

The trends in optimized atomic radii (see Table I) are consistent with other implicit solvent
models and chemical intuition. For example, P has the largest charge-independent radius
(Ai(α)), while C, O, and N have comparable values, leaving H as the smallest. The absolute
values are larger than those in SM6 and also the Bondi radii85. Compared with the atom type
based charge-dependent radii in CD-COSMO by Dupuis et al.63, comparable values are
found for nitrogen and oxygen in our model and the “internal -N”, “terminal oxygen” and
“internal -O” in CD-COSMO. The hydrogen radius (∼1.4 Å) in our model is larger than that
(polar hydrogen) in CD-COSMO (1.202Å). In terms of the charge-dependence, the typical
Biα values are around -0.10, although they are substantially larger (∼-0.2) for C in SCC-
DFTB and H in SCC-DFTBPR. Even the latter are nearly half of the values in CD-COSMO,
which probably due to the use of different charges in SCC-DFTB (Mulliken) and CD-
COSMO (CHELPG). It is worth emphasizing that the parameters in our model depend only
on element type, rather than atom type as in CD-COSMO; therefore, CD-COSMO probably
tends to be more accurate (see below for some comparison) while our scheme tends to be
less problematic for studying transition states, which likely involve change in atom types.

As shown in the Supporting Information, the absolute value of solvation free energy is
usually less than 10 kcal/mol for neutral molecules but larger than 60 kcal/mol for ions.
Therefore, it is generally challenging to reproduce the solvation free energy of ions in a
reliable fashion. Nevertheless, as shown in Table II, the overall performance of our SCC-
DFTB(PR) based solvation model is very encouraging. For example, for ions, the Mean
Unsigned Error (MUE) for SCC-DFTB is ∼3 kcal/mol either without or with geometry
optimization in solution. For SCC-DFTBPR, the error is slightly larger, with the
corresponding MUE values of 5 and 4 kcal/mol. These values can be compared to results
from the SM6 model31, which is one of the most sophasticated and well-calibrated models
developed with ab initio DFT methods; the MUE values are 4 and 5 kcal/mol for the first
(for SCC-DFTB) and second (for SCC-DFTBPR) training sets, respectively, which are even
slightly larger than the values for our SCC-DFTB(PR) based solvation model.

The level of performance deteriorates slightly for the test sets. As shown in Table III, for
example, the MUE for the ions in the first and second test sets is 3 and 5 kcal/mol,
respectively, when geometry optimization in solution is carried out; without solution
geometry optimization, the MUE values are 4 and 6 kcal/mol. By comparison, the SM6
MUE values are 5 and 7 kcal/mol, again slightly larger than the SCC-DFTB(PR) values.
These benchmark calculations indicate that the good performance of our model is fairly
transferrable. This is very encouraging since the SCC-DFTB(PR) based calculations are
much faster than the DFT (MPW1PW91/6-31+G(d,p)) based SM6 calculations. Compared
with CD-COSMO63, which is also DFT based and involves more elaborate parameterization
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of charge-dependence of atomic radii, it is again encouraging to see that for the three ions
tested by both models, the performance is comparable. For example, for hydroxide SCC-
DFTB with or without solution geometry optimization gives an error of 2 kcal/mol while
CD-COSMO gives 3 kcal/mol; for ammonium SCC-DFTB has an error of -3 kcal/mol while
CD-COSMO gives -2 kcal/mol; for methylamine(+1), the corresponding values are -3 kcal/
mol and -4 kcal/mol, respectively.

We note that, relatively speaking, the performance of our model for neutral molecules is less
stellar. In fact, for both the training and test cases, the SM6 model consistently outperforms
the SCC-DFTB(PR) solvation model; e.g., the MUE is typically smaller by ∼ 1 kcal/mol
with SM6 (see Tables II,III). This is likely because parameters in the non-polar component,
which makes a significant (relative to ions) contribution to the total solvation free energy of
neutral moleculeswe, have not optimized in the current model. Indeed, in the work of Xie et
al.76, who have implemented a GBSA model with SCC-DFTB, a Root Mean Square Error
(RMSE) of 1.1 kcal/mol was obtained for 60 neutral molecules containing C, H, O, N and S
when the non-polar parameters were optimized. On the other hand, we note that for most
chemical reactions of biological relevance, the non-polar contribution likely plays a much
less significant role compared to the electrostatic component. Finally, as shown in
Supporting Information, our solvation model gives rather large errors for amine and amide
molecules; for example, the error for ammonia is more than 3.2 kcal/mol with or without
solution geometry optimization, which is more than 70% off the experimental value. This
behavior was noted in previous analysis of implicit solvation models12, and it was argued
that hydrogen-bonding energies are poorly correlated with classical electrostatic interaction
energies and therefore more sophisticated treatments are needed for such short-range
interactions.

B. MMP hydrolysis reaction with neutral water as nucleophile
Experimental studies of MMP hydrolysis reaction86–88 determined that the reaction rate
peaks at pH 4-5 with activation energy of 31 kcal/mol. The reaction mechanism is
traditionally regarded as dissociative though dispute still exists.89 Here as a benchmark
calculation for the new solvation model we investigate the first steps of both dissociative
and associative pathways (see Scheme 1) and compare the results with previous theoretical
studies55,65,67.

For the dissociative pathway, the adiabatic map in solution with our new solvation model
(Fig. 1a) is qualitatively consistent with previous PMF result obtained using explicit solvent
SCC-DFTBPR/MM simulations55. The transition state region involves largely an
intramolecular proton transfer from the protonated oxygen in MMP to the oxygen in the
leaving group (OLg), and the P – OLg bond is only slightly stretched compared to MMP. As
discussed in Ref.55, the P –OLg bond in the transition state decreases significantly from the
gas phase (∼2.1 Å) to solution (∼1.7-1.8 Åin SCC-DFTBPR/MM PMF simulations); thus
our model has captured this solvation effect adequately. Following the proton transfer, a
zwitterionic intermediate is formed, which is again in qualitative agreement with both SCC-
DFTBPR/MM PMF calculations55 and previous DFT-PCM study65.

More quantitatively, the fully optimized structures for MMP, the transition state (dis_ts) and
the zwitterionic intermediate (dis_zt) at the SCC-DFTBPR level are in decent agreement
with previous calculations; the optimized structure does not depend sensitively on the grid
size in the PB calculations (for comparison of 0.2 vs. 0.4 Å grid sizes, see Fig.2, which also
contain an illustration for the imaginary mode in the optimized transition state, dis_ts, with a
frequency of 1742icm−1). Compared to the work of Vigroux et al.65, in which the structures
were optimized at the level of B3LYP-PCM and a double-zeta quality basis set plus diffuse
and polarization functions, and pseudo-potential for non-hydrogen atoms, the only major
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difference is that their optimized P – OLg distances in dis_ts and dis_zt are longer by ∼0.1 Å
and 0.25 Å, respectively. The study of Florian et al.67 did not examine the zwitterionic
intermediate, and the P – OLg distance in their transition state is substantially longer than
both values from this work and from Ref.65; this is likely because geometries of Florian et al.
67 were mainly optimized in the gas-phase and the transition state in solution was only
approximately located by single point Langevin dipole calculations along the minimum
energy path from gas phase calculations.

For the energetics, the free energy barrier estimated with the current SCC-DFTBPR based
solvation model is 34.8 kcal/mol; including single point B3LYP/6-311++G(d,p) gas-phase
correction lowers the barrier to be 31.3 kcal/mol. As shown in Table IV, these values are
consistent with previous calculations65,67 and experimental studies90, which range from 30.7
to 34 kcal/mol. For the zwitterionic intermediate, which was first discussed in the work of
Bianciotto et al.65,66 the current solvation model with SCC-DFTBPR predicts a free energy
of 13.7 kcal/mol above the MMP reactant; with the B3LYP correction, the value becomes
21.1 kcal/mol. The large magnitude of the gas-phase correction was discussed in our
previous study55, which emphasized that the SCC-DFTBPR model was developed without
any information concerning the zwitterionic region of the potential energy surface. The
B3LYP corrected free energy value is in close agreement with the DFT-PCM study of
Bianciotto et al.65, who predicted a value of 21.2 kcal/mol. Most importantly, our solvation
model does not suffer from the unphysically large stabilization found in explicit solvent
SCC-DFTBPR/MM simulations, which predicted that the zwitterionic intermediate is lower
than the reactant (MMP) by ∼3 kcal/mol. As discussed in Ref.55, such significant
overstabilization of the zwitterionic intermediate highlighted the need of improving QM/
MM interactions beyond the typical form with parameters that do not reflect the electronic
structure of the QM region91. The success of the current solvation model, on the other hand,
illustrates that the charge dependence of QM/MM interactions can be effectively treated by
adopting charge dependent radii in implicit solvent calculations when studying solution
reactions that involve significant charge redistribution.

For the associative pathway, the adiabatic map (Fig.1b) is qualitatively similar to the PMF
from explicit solvent SCC-DFTBPR/MM simulations55. For example, the potential energy
surface is rather flat in regions with long P –ONu distances but positive proton transfer
coordinate, which suggests that proton transfer from the nucleophillic water to MMP can
occur prior to the nucleophillic attack. Indeed, we obtained a local minimum with geometry
optimization that corresponds to a molecular complex between OH− and protonated MMP
(HMMP) on the potential energy surface. Compared to the reaction complex between water
and MMP (asc_pre), this complex (asc_hydro) is substantially higher in energy by ∼15
kcal/mol; including the B3LYP/6-311++G(d,p) gas-phase correction further increases the
value to ∼26.2-3.6=22.6 kcal/mol (see Table V). Once again, the large magnitude of the
correction reflects deficiency in the current SCC-DFTBPR approach for balancing proton
affinity of phosphate and non-phosphate species, which remains an interesting challenge for
future improvement55.

Both the adiabatic mapping and saddle point optimization point to an associative transition
state in which the P –ONu distance is ∼ 2Å and the water proton is already transferred to the
phosphate oxygen (see Fig.3 for the structure of the transition state, asc_ts). Compared to
the structure optimized by Florian et al.67 with the Langevin dipole model, the key
difference is that the proton transfer is halfway in their structure, with a ONu – H distance of
1.44 Å, compared to the value of 2.18 Å in our case. Since our structure is consistent with
the previous PMF results based on SCC-DFTBPR/MM simulations, we suspect that the
difference is again due to the limited solution geometry optimization in the work of Florian
et al.67 (see discussions above for the dis_ts). The agreement in the optimized structures for
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the penta-valent intermediate, asc_int, from the two sets of studies is much better, as
expected (see Fig.3).

As for the energetics for the associated pathway, the SCC-DFTBPR based solvation model
gives a free energy barrier of 33.1 kcal/mol, which increases slightly to 37.5 kcal/mol when
gas-phase B3LYP correction is included. These values, especially the one with B3LYP
correction, are close to previous computational studies (see Table V) but somewhat higher
compared to the experimental value of 30.7 kcal/mol90. The pentavalent species, asc_int, is
also less stable by a few kcal/mol compared to the study of Florian et al.67. We note that all
calculations found that the barrier for the associative pathway is higher than that in the
dissociative pathway, although the difference is fairly small (∼1-2 kcal/mol) with either
SCC-DFTBPR/MM or the Langevin dipole model, while SCC-DFTBPR based solvation
model gives the largest difference (∼6 kcal/mol) when B3LYP correction is included.
Before more systematic analysis into the quantitative nature of B3LYP correction, it remains
premature to conclude that MMP hydrolysis strongly prefers a dissociative pathway.

C. HMMP and TMP hydrolysis with OH− as nucleophile
A long-standing mechanistic postulate for MMP hydrolysis is that it is possible to exclude
the nucleophilic attack of OH− on the neutral phosphate. The argument was based on the
high activation energy measured for the OH− attack of trimethyl monophosphate (TMP) at
high pH, which is around 25 kcal/mol (at 373K)92, and the underlying assumption was that
HMMP and TMP hydrolysis reactions have similar activation barriers. However, as pointed
out by Warshel et al.84, this analogy was not necessarily valid, and their calculations based
on MP2 and Langevin dipole solvation model found that the barriers for OH− attack of
HMMP and TMP differ by more than 10 kcal/mol. Moreover, the barrier of ∼ 12 kcal/mol
found for HMMP was sufficiently low to make the OH− attack pathway a competing
mechanism of MMP hydrolysis. As an interesting benchmark of our solvation and the
transferability of SCC-DFTBPR, we compare the barriers for the hydrolysis of HMMP and
TMP with OH− as nucleophile (see Scheme 2).

As shown in Fig.4, the overall energy landscapes are quite similar for HMMP and TMP,
both undergoing an associative mechanism with the new P-Oforming bond largely formed
before the P-Obreaking break. The transition state from the adiabatic mapping for HMMP is
very consistent with the optimized saddle point asc_ts, which clearly is more appropriately
classified as the transition state for OH− attack of HMMP. According to Table VI, the
corresponding energy barriers are 24.0 and 30.9 kcal/mol, with the TMP case higher by ∼ 7
kcal/mol. Including single point B3LYP/6-311++G(d,p) gas phase correction further
increases the gap to ∼ 13 kcal/mol, which agrees very well with the result of Warshel and
Florian84. This is a satisfying observation since SCC-DFTBPR was mainly parameterized
based on MMP and Di-methyl monophosphate ester (DMP) hydrolysis; as speculated in our
original work55, however, the parameters are likely transferrable to other phosphates that
follow similar reaction mechanisms because the number of parameters is fairly small. On the
absolute scale, it appears that our estimates (for both HMMP and TMP) are systematically
higher, by ∼ 4 kcal/mol, than the results of Warshel et al.84 and the experimental barrier for
TMP92.

IV. Conclusion
We report the development of an implicit solvent model for SCC-DFTB(PR) in which the
solvation free energy is computed based on Poisson-Boltzmann for electrostatics and a
surface area term for non-polar contributions. The unique aspect of our model is that the
atomic radii that define the dielectric boundary of the solute are dependent on the solute
charge distribution and are determined in a self-consistent fashion with the electronic
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structure of the solute. This self-consistency makes it possible to balance the solvation
treatment of species with different charge distributions, such as neutral vs. ionic species and
structures along a chemical reaction pathway. Indeed, benchmark calculations have shown
that, even for ions, our model leads to results of comparable accuracy to the much more
sophisticated SM6 model; this is very encouraging since SCC-DFTB(PR) calculations are at
least hundreds of times faster than the DFT calculations required in the SM6 model. We
expect that the accuracy of the calculations can be further improved if more sophisticated
charge schemes9,93 are used to replace the simple Mulliken analysis.

Since our implementation has analytic first derivatives, the solvation model can be readily
used to explore potential energy surfaces for solution reactions, which is the major
motivation for the current work. This is demonstrated with a brief study of dissociative and
associative pathways of MMP hydrolysis, as well as the hydrolysis of protonated MMP and
TMP with OH− as the nucleophile. The results (geometries and energetics) are largely in
good agreement with previous computational studies using QM/MM or ab initio/DFT in
conjunction with dielectric continuum models, as well as with available experiments. In
particular, the solvation model avoids the overstabilization of the zwitterionic species along
the dissociative pathway as found in explicit solvent SCC-DFTBPR/MM simulations55. This
highlights the complementary nature of implicit solvent model to explicit solvent approaches
for studying solution reactions that involve significant charge reorganizations.

Due largely to the computational efficiency of SCC-DFTB(PR), we anticipate that the
current solvation model can be effectively used in semi-quantitative exploration of
mechanisms for solution reactions, such as ruling out certain reaction pathways and
obtaining approximate structures of key transition states and intermediates, which can be
further refined with higher-level calculations. As further developments, it would be
interesting to extend the formulation of charge-dependent radii to more approximate
solvation models such as Generalized Born75, which can be computationally more efficient
than Poisson-Boltzmann; this is particularly true in molecular dynamics simulations, which
can be effective for estimating entropic contribution to reaction energetics in the framework
of quasiharmonic analysis. Along this line, as extensively discussed in the literature, the first
solvation shell of the solute can be treated explicitly, either at the same level of QM
theory9,12 or with a Molecular Mechanics model94,95. Since SCC-DFTB(PR) is fast, making
such extension of the molecular model for a better treatment of solvation is likely more cost
effective than with ab initio/DFT methods. Finally, to further improve the computational
efficiency and numerical robustness of the PB aspect of the calculations, switching to a
boundary element framework96 is also of considerable interest.
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Refer to Web version on PubMed Central for supplementary material.
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FIG. 1.
Adiabatic mapping results (energies in kcal/mol) for the first step of (a) the dissociative (b)
associative pathway for the hydrolysis of Monomethyl Monophosphate ester (MMP). The
OLg stands for the oxygen in the leaving group (see Scheme 1), which is methanol in this
case; ONu stands for the oxygen in water (see Scheme 1). In (a) the proton transfer
coordinate is the antisymmetric stretch that describes the intramolecular proton transfer
between the protonated oxygen in MMP and OLg; in (b), the proton transfer coordinate is the
antisymmetric stretch that describes the proton transfer between the nucleophilic water and
the basic oxygen in MMP.
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FIG. 2.
Geometries of reactant, transition state and the zwitterionic intermediate for the first step of
the dissociative pathway for the hydrolysis of Monomethyl Monophosphate ester (MMP).
(a) Values (in Å) without parentheses are from the current SCC-DFTBPR based solvation
model calculations with a grid size of 0.2/0.4 Å; values with parentheses are from Ref.65,
which were obtained with B3LYP-PCM and a double-zeta quality basis set plus diffuse and
polarization functions; values with brackets are from Ref.67, which were obtained with HF/
6-31G(d) in the gas phase with approximate adjustments for solvation using the Langevin
dipole model. (b) An illustration of the imaginary vibrational mode in dis_ts.
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FIG. 3.
Similar to Fig.2, but for structures along the the first step of the associative pathway for
MMP hydrolysis.
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FIG. 4.
Adiabatic mapping results (energies in kcal/mol) for the hydrolysis of (a) Hydrogen Methyl
Monophosphate ester (HMMP) and (b) Trimethyl Monophosphate ester (TMP) by
hydroxide. See Table VI for the summary of the barrier heights, in which the reference is
infinitely separated reactant molecules.
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Scheme 1.
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Scheme 2.

Hou et al. Page 22

J Chem Theory Comput. Author manuscript; available in PMC 2011 August 10.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Hou et al. Page 23

TA
B

LE
 I

O
pt

im
iz

ed
 a

to
m

ic
 ra

di
i p

ar
am

et
er

s a
nd

 c
om

pa
ris

on
 to

 o
th

er
 v

al
ue

s f
ro

m
 th

e 
lit

er
at

ur
e.

E
le

m
en

t

SC
C

-D
FT

B
SC

C
-D

FT
B

PR
SM

63
1

B
on

di
85

A i
(α

)
B i

(α
)

A i
(α

)
B i

(α
)

C
1.

85
-0

.2
4

2.
07

-0
.0

5
1.

57
1.

70

O
1.

70
-0

.1
1

1.
87

-0
.0

7
1.

52
1.

52

N
1.

94
-0

.0
1

N
/A

N
/A

1.
61

1.
55

P
N

/A
N

/A
2.

47
-0

.1
0

1.
80

1.
80

H
1.

47
-0

.1
1

1.
41

-0
.2

5
1.

02
1.

20

a A i
(α

) i
n,

 B
i(α

) i
n 

Å
 p

er
 c

ha
rg

e.
 T

he
 v

al
ue

s s
ho

w
n 

ar
e 

fit
te

d 
w

ith
 so

lu
tio

n 
ge

om
et

ry
 o

pt
im

iz
at

io
n 

(s
ee

 M
et

ho
ds

).

J Chem Theory Comput. Author manuscript; available in PMC 2011 August 10.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Hou et al. Page 24

TA
B

LE
 II

Er
ro

r (
in

 k
ca

l/m
ol

) A
na

ly
si

s o
f S

ol
va

tio
n 

Fr
ee

 E
ne

rg
ie

s f
or

 T
ra

in
in

g 
Se

t 1
 a

nd
 2

a

Si
ng

le
 P

oi
nt

b
O

pt
im

iz
at

io
nc

SM
6d

R
M

SE
M

U
E

M
SE

R
M

SE
M

U
E

M
SE

R
M

SE
M

U
E

M
SE

N
eu

tra
l

2.
0

1.
7

0.
6

2.
1

1.
7

0.
4

0.
8

0.
7

0.
4

Io
ns

4
3

2
3

3
0

4
4

2

A
ll 

da
ta

3
3

1
3

2
0

3
2

1

N
eu

tra
l

1.
6

1.
3

-0
.5

2.
0

1.
9

-1
.3

1.
5

0.
9

0.
6

Io
ns

4
5

5
4

4
2

4
5

5

A
ll 

da
ta

4
3

2
4

3
0

4
3

2

a Fi
rs

t t
hr

ee
 ro

w
s a

re
 fo

r t
he

 fi
rs

t t
ra

in
in

g 
se

t (
fo

r S
C

C
-D

FT
B

), 
an

d 
th

e 
th

re
e 

bo
tto

m
 ro

w
s a

re
 fo

r t
he

 se
co

nd
 tr

ai
ni

ng
 se

t (
fo

r S
C

C
-D

FT
B

PR
). 

R
M

SE
: R

oo
t-M

ea
n-

Sq
ua

re
-E

rr
or

; M
U

E:
 M

ea
n-

U
ns

ig
ne

d-
Er

ro
r;

M
SE

: M
ea

n-
Si

gn
ed

-E
rr

or
. A

ll 
er

ro
rs

 m
ea

su
re

d 
ag

ai
ns

t e
xp

er
im

en
ta

l s
ol

va
tio

n 
fr

ee
 e

ne
rg

ie
s, 

w
hi

ch
 h

av
e 

ty
pi

ca
l u

nc
er

ta
in

tie
s o

f 0
.2

 k
ca

l/m
ol

 a
nd

 3
 k

ca
l/m

ol
 fo

r n
eu

tra
l m

ol
ec

ul
es

 a
nd

 io
ns

, r
es

pe
ct

iv
el

y.

b W
ith

 g
as

-p
ha

se
 g

eo
m

et
rie

s.

c W
ith

 so
lu

tio
n 

ph
as

e 
ge

om
et

ry
 o

pt
im

iz
at

io
ns

 (s
ee

 M
et

ho
ds

).

d R
es

ul
ts

 a
re

 o
bt

ai
ne

d 
by

 M
PW

1P
W

91
/6

-3
1+

G
(d

,p
).

J Chem Theory Comput. Author manuscript; available in PMC 2011 August 10.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Hou et al. Page 25

TA
B

LE
 II

I

Er
ro

r A
na

ly
si

s (
in

 k
ca

l/m
ol

) o
f S

ol
va

tio
n 

Fr
ee

 E
ne

rg
ie

s f
or

 T
es

t S
et

 1
 a

nd
 2

a

Si
ng

le
 P

oi
nt

O
pt

im
iz

at
io

n
SM

6

R
M

SE
M

U
E

M
SE

R
M

SE
M

U
E

M
SE

R
M

SE
M

U
E

M
SE

N
eu

tra
l

2.
2

1.
8

0.
7

2.
3

1.
9

0.
2

1.
0

0.
8

-0
.2

Io
ns

5
4

2
4

3
1

6
5

2

A
ll 

da
ta

4
3

1
3

3
0

4
2

1

N
eu

tra
l

1.
5

1.
4

-1
.2

2.
1

2.
1

-2
.0

0.
9

0.
7

-0
.1

Io
ns

7
6

2
7

5
0

7
7

5

A
ll 

da
ta

4
3

0
4

3
-1

5
3

2

a Se
e 

Ta
bl

e 
II

 fo
r f

or
m

at
.

J Chem Theory Comput. Author manuscript; available in PMC 2011 August 10.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Hou et al. Page 26

TA
B

LE
 IV

En
er

ge
tic

s f
or

 th
e 

fir
st

 st
ep

 o
f t

he
 d

is
so

ci
at

iv
e 

pa
th

w
ay

 o
f M

M
P 

hy
dr

ol
ys

is
 fr

om
 c

ur
re

nt
a  a

nd
 p

re
vi

ou
s s

tu
di

es
b

Sp
ec

ie
s

ΔE
c

T
ΔS

c
ΔZ

PE
c

ΔG
c

R
ef

.5
5

R
ef

.6
5

R
ef

.6
7

E
xp

.9
0

M
M

P
-1

17
74

.6
24

.5
39

.8
-1

17
59

.2

di
s_

ts
39

.0
/3

5.
5

1.
4

-2
.8

34
.8

/3
1.

3
32

33
.5

34
30

.7

di
s_

zt
12

.6
/2

0.
0

-0
.1

1.
0

13
.7

/2
1.

1
-3

21
.2

a Fo
r M

M
P,

 th
e 

to
ta

l e
ne

rg
ie

s a
re

 g
iv

en
 (i

n 
ita

lic
s)

, f
or

 o
th

er
 sp

ec
ie

s, 
en

er
ge

tic
s r

el
at

iv
e 

to
 M

M
P 

ar
e 

gi
ve

n 
in

 k
ca

l/m
ol

. T
he

 e
nt

ro
pi

c 
co

nt
rib

ut
io

n 
(T
ΔS

, T
=3

73
K

 in
 a

ll 
Ta

bl
es

, i
nc

lu
di

ng
 fo

r t
he

 e
xp

er
im

en
ta

l
ra

te
 c

on
st

an
ts

) a
nd

 z
er

o-
po

in
t e

ne
rg

y 
co

rr
ec

tio
n 

(Z
PE

) a
re

 c
al

cu
la

te
d 

w
ith

 th
e 

SC
C

-D
FT

B
PR

 b
as

ed
 so

lv
at

io
n 

m
od

el
 a

nd
 h

ar
m

on
ic

-o
sc

ill
at

or
-r

ig
id

-r
ot

or
 a

pp
ro

xi
m

at
io

n.

b R
ef

.5
5  

em
pl

oy
s e

xp
lic

it 
so

lv
en

t S
C

C
-D

FT
B

PR
/M

M
 P

M
F 

si
m

ul
at

io
ns

; R
ef

.6
5  

us
ed

 B
3L

Y
P-

PC
M

 a
nd

 a
 d

ou
bl

e-
ze

ta
 q

ua
lit

y 
ba

si
s s

et
 p

lu
s d

iff
us

e 
an

d 
po

la
riz

at
io

n 
fu

nc
tio

ns
, a

nd
 p

se
ud

o-
po

te
nt

ia
l f

or
 n

on
-

hy
dr

og
en

 a
to

m
s;

 in
 R

ef
.6

7 ,
 g

eo
m

et
rie

s w
er

e 
ob

ta
in

ed
 w

ith
 H

F/
6-

31
G

(d
) i

n 
th

e 
ga

s p
ha

se
 w

ith
 a

pp
ro

xi
m

at
e 

ad
ju

st
m

en
ts

 fo
r s

ol
va

tio
n 

us
in

g 
th

e 
La

ng
ev

in
 d

ip
ol

e 
m

od
el

, s
in

gl
e 

po
in

t c
al

cu
la

tio
ns

 a
re

pe
rf

or
m

ed
 a

t t
he

 M
P2

/6
-3

1+
G

(d
,p

) l
ev

el
 w

ith
 L

an
ge

vi
n 

di
po

le
 fo

r s
ol

va
tio

n.

c N
um

be
rs

 b
ef

or
e 

sl
as

h 
ar

e 
SC

C
-D

FT
B

PR
 re

su
lts

; n
um

be
rs

 a
fte

r s
la

sh
 a

re
 re

su
lts

 a
fte

r s
in

gl
e 

po
in

t g
as

-p
ha

se
 c

or
re

ct
io

n 
at

 th
e 

le
ve

l o
f B

3L
Y

P/
6-

31
1+

+G
(d

,p
).

J Chem Theory Comput. Author manuscript; available in PMC 2011 August 10.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Hou et al. Page 27

TA
B

LE
 V

En
er

ge
tic

s f
or

 th
e 

fir
st

 st
ep

 o
f t

he
 a

ss
oc

ia
tiv

e 
pa

th
w

ay
 o

f M
M

P 
hy

dr
ol

ys
is

a

Sp
ec

ie
s

ΔE
T
ΔS

ΔZ
PE

ΔG
R

ef
.5

5
R

ef
.6

7
E

xp
.9

0

M
M

P 
+ 

H
2O

-1
43

45
.9

38
.3

53
.1

-1
43

31
.2

as
c_

pr
e

-8
.8

/-7
.0

-9
.3

1.
3

1.
8/

3.
6

as
c_

hy
dr

o
6.

8/
16

.5
-9

.1
0.

6
16

.5
/2

6.
2

as
c_

ts
22

.6
/2

7.
0

-9
.6

0.
8

33
.1

/3
7.

5
34

35
30

.7

as
c_

in
t

20
.6

/2
3.

0
-1

0.
4

1.
4

32
.5

/3
4.

9
29

a Sa
m

e 
fo

rm
at

 a
s i

n 
Ta

bl
e 

IV
; t

he
 re

fe
re

nc
e 

is
 in

fin
ite

ly
 se

pa
ra

te
d 

M
M

P 
an

d 
H

2O
.

J Chem Theory Comput. Author manuscript; available in PMC 2011 August 10.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Hou et al. Page 28

TA
B

LE
 V

I

R
el

at
iv

e 
fr

ee
 e

ne
rg

ie
s o

f k
ey

 sp
ec

ie
s f

or
 th

e 
hy

dr
ol

ys
is

 o
f M

M
P 

an
d 

TM
P 

al
on

g 
as

so
ci

at
iv

e 
pa

th
w

ay
 w

ith
 h

yd
ro

xi
de

 a
s t

he
 n

uc
le

op
hi

le
a .

Sp
ec

ie
s

ΔE
T
ΔS

ΔZ
PE

ΔG
R

ef
.8

4
E

xp
.9

0,
92

as
c_

ts
15

.6
/7

.0
-6

.9
1.

4
24

.0
/1

5.
4

11
.7

tm
p_

ts
21

.9
/1

9.
4

-7
.9

1.
2

30
.9

/2
8.

5
24

.7
24

.6

a Sa
m

e 
fo

rm
at

 a
s i

n 
Ta

bl
e 

IV
; t

he
 re

fe
re

nc
e 

is
 in

fin
ite

ly
 se

pa
ra

te
d 

H
M

M
P/

TM
P 

an
d 

hy
dr

ox
id

e.

J Chem Theory Comput. Author manuscript; available in PMC 2011 August 10.


