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Abstract

In their presentation on measures of predictive capacity Gu and Pepe say little about calibra-
tion. This comment distinguishes conditional and unconditional calibration and how these relate
to the stated results.
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 The paper by Gu and Pepe (2009) provides a clear and comprehensive 
description of summary measures for evaluating predictive models. It is an 
excellent comparison of methods and how they relate. I have two comments, 
however, related to calibration of models. 

First, what they call “Cook’s reclassification percent” is not intended to 
serve as a measure of model accuracy. It merely describes differences in model 
classification without ascribing beneficial or detrimental effects. Models that have 
exactly the same overall predictive accuracy will exhibit some reclassification 
unless their predictions are identical. Indeed, even a model that performs worse 
would lead to reclassification but in the wrong direction. We have emphasized 
(Cook et al., 2006; Cook, 2007; Cook and Ridker, 2009) that it is not enough to 
describe reclassification but it is necessary to determine whether the new risk 
categories are more accurate. This led us to first heuristically (Cook et al., 2006) 
then more formally (Cook et al., 2009) compare the predicted risk in each cell of 
the reclassification table to the observed model-free risk obtained from either the 
proportion with disease or from a nonparametric survival curve such as the 
Kaplan-Meier curve for time to event data. A reclassification calibration statistic, 
similar to the Hosmer-Lemeshow statistic, is suggested for formal comparison. 

Second, model calibration is not explicitly examined in the presentation.  
Gu and Pepe provide several results regarding metrics computed from the 
population distribution of risk. They do not, however, always distinguish the 
distribution of true risk from that predicted from a model. Gail and Pfeffer (2005) 
and others define a true underlying risk for prospective data that is inherent to the 
individual. While this may not be appropriate in diagnostic or retrospective data, 
prediction with prospective data is stochastic (Graf et al., 1999), and the 
distinction is relevant.  

The concept of true risk has been entertained widely throughout the 
literature, including by Hilden et al. (1978), Spiegelhalter (1986), and Redelmeier 
et al. (1991). Let πi = Pr(Yi = 1) represent the true probability of disease for the ith 
person.  In the diagnostic setting where disease status is fixed but unknown (Graf 
et al., 1999; Cook, 2007), πi = 0 or 1. In predicting risk for future events, this 
underlying probability is related to a stochastic event that one may or may not be 
able to determine even with all available information on covariates. Spiegelhalter 
(1986), and Redelmeier et al. (1991) used this concept to derive statistical tests for 
assessing the accuracy of models assuming that the observations Yi are 
independent Bernoulli distributed random variables with probability πi. It may not 
be possible to identify πi at all with only baseline information. If predicting into 
the future, other intervening external events, for example, may influence an 
individual’s risk. 

While πi is of ultimate interest, we typically only have access to 
predictions from a risk model based on covariates X = xi, defined as r(x). Gail and 
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Pfeiffer (2005) use the term “perfectly calibrated” to refer to the expectation 
conditional on the covariates x, such that a perfectly calibrated model has r(x) = 
E(π | x). However, under the best of circumstances, we would like to be able to 
estimate πi itself. Gail and Pfeiffer refer to this as a “perfect model” such that 
r(Xi) = πi for all i. The first definition could be thought of as a conditional 
calibration, given the covariates included in the model, while the latter definition 
could be called unconditional calibration, such that the model would estimate the 
true underlying probability rather than the conditional expectation. While the 
Brier score has several different decompositions, it can also be written as a 
function of these true probabilities. Gail and Pfeiffer write it as the following: 
 
 1 2 2[ { ( )} ( ) ]i i i iB N r X Yπ π−= − + −∑ ∑ . 
 
Thus, the score can be decomposed into a term for a bias due to a lack of perfect 
unconditional calibration as well as variability in the outcome Yi about the true πi. 

This distinction becomes most important when comparing two models, 
since only one, at most, can be perfectly calibrated in the unconditional sense. The 
reclassification calibration test compares models using either X alone or both X 
and Y within risk strata that could be considered important. It is not a test of 
whether r(X,Y) equals πi, but rather a comparison of the two models, and whether 
r(X,Y) is closer to πi than is r(X). The test for the smaller model r(X) is of primary 
interest, but we suggest the RC test be done for both the model with X only and 
the model with X and Y. If X and Y are both predictive, then the null hypothesis 
for the X,Y model should hold if the model is well-calibrated conditional on X 
and Y. That does not always occur in practice, however, especially if Y is not 
particularly predictive given X. The RC test should thus be considered for both 
models as a consequence. The RC test is not as sensitive as the test of association; 
it is intended to determine whether the effect of a predictor makes a substantial 
difference in risk prediction, such that individuals change within clinical risk 
strata or otherwise important categories.  Note that the standard Hosmer-
Lemeshow test is a test for conditional calibration using the marginal distribution 
of the predicted risk from a model. It has virtually no power against the 
alternative of an omitted variable (Hosmer and Hjort, 2002). The lack of 
(unconditional) calibration thus cannot be checked using the Hosmer-Lemeshow 
test, only that conditional on the variables included. 

Even when they describe measures related to a single model, Gu and Pepe 
do not explicitly discuss calibration. Some of their results seem to rely on perfect 
calibration, at least in the conditional sense. For example, their proof of equation 
(6) assumes at least mean calibration, sometimes called calibration-in-the-large, if 
not perfect calibration in the tails of the risk distribution. In the extreme situation 
where a model assigns everyone a risk of 0 or 1, the predictiveness curve would 
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be a step function and may look excellent. This would be misleading if the model 
is merely a random coin flip with no predictive power. Some formulations of the 
PEV and TG also seem predicated on perfect calibration since they are functions 
of the predicted risk only and not the observed outcomes. The second equation for 
PEV in Section 3.1 would show a large R2, and the apparent total gain computed 
from equation (4) would be large in the coin flip example. Other formulations of 
both the PEV and total gain, such as the IDI formulation or the Kolmogorov-
Smirnov distance between cases and controls, do not suffer from this problem, 
although some have argued that the IDI may not be a proper scoring rule (Hilden, 
personal communication). Alternatively, when the cumulative distributions for 
cases and controls are separated as in Figure 2, models can at least be compared 
via their discriminatory capacity.  Gu and Pepe provide some very interesting 
results and are to be congratulated for their article, but their assumptions about 
calibration should be made more explicit. 
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